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Abstract

A wireless sensor network localization with
only few location aware nodes is difficult due
to noisy medium and other environmental ef-
fects. This situation is similar to semi super-
vised learning where in the given data set,
a small portion is labeled while majority re-
mains unlabeled and the aim is to find un-
known labels based on available information.
This is achieved by exploiting the underly-
ing intrinsic geometrical manifold structure
between data including unlabeled data. In
this paper we propose iterative graph Lapla-
cian least square regression with Procrustes
analysis which ensures error minimization in
localization through iterative manifold struc-
ture learning. The results indicate that high
localization accuracy is achieved as compared
to other similar technique.

1. Introduction

In a wireless sensor network, nodes need to localize
themselves using a few location aware nodes before
commencement of the sensing operation. The localiza-
tion process can be modeled as follows. Given n data
with {x;,y;}"; where z; is independent variable and
y; s its respective label, noise removal is easy. A data
set with few m labeled and {z;}7_,, 1, {n —m > m}
unlabeled data, noise identification and removal is dif-
ficult. Semi supervised manifold learning (Chapelle
et al., 2006) for error minimization has been previ-
ously proposed in (Liu et al., 2014; Pan & Yang, 2007;
Biswas et al., 2006; Chen et al., 2011). The basic idea
behind semi supervised learning is to efficiently uti-
lize those unlabeled data by exploiting the intrinsic
geometrical manifold structure. In the underlying al-
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gorithm, a prediction function based on labeled data
cost function (such as square loss) along with intrin-
sic graph structure learning is derived which is further
used to find missing labels. By using the labeled data
only to compute prediction function leads to under-
utilization, moreover with single regression the error
boundary remains equal to original noisy data error
margin.

In (Liu et al., 2014) authors solved the problem of
impulse noise in image by exploiting the natural im-
age property of local smoothness and global structural
similarity. A graph is created with adjoining pixels as
vertex and edge weight containing similarity value be-
tween them. MDS-MAP as described in (Shang et al.,
2003) illustrates localization which uses multidimen-
sional scaling on the available nodes’ distance within
the range. However MDS-MAP is centralized algo-
rithm which leads to scaling problem and performance
degrades in irregular node deployment. MDS-MAP(P)
was proposed in (Shang & Ruml, 2004), which divides
the original network graph into several local graphs
called patches. It solves the scaling problem but de-
pends on the correctness of node distances. For higher
utilization of unlabeled samples efficiently, a family of
learning algorithms exploiting geometry of marginal
distribution has been proposed in (Belkin et al., 2006).
A regularization is performed using cost function along
with manifold learning. A graph is created with data
points as vertex, edge weight calculated through ker-
nel function. By calculating graph Laplacian over the
weight and the kernel matrix with appropriate kernel
used, the QP coefficient is calculated which is finally
combined with kernel to solve the convex function.
The method performs well with irregular data mod-
els.

In this paper, we propose an error minimization algo-
rithm Iterative Semi Supervised Data Denoising with
Procrustes analysis (IS2D?P) which not only utilizes
labeled data more than once for noise reduction but
unlabeled data learning is also done iteratively.The pa-
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per has been organized with section 1 containing in-
troduction to the problem and existing solutions. Sec-
tion 2 states the theory behind proposed method along
with algorithm. In section 3 we verify our proposed al-
gorithm on wireless sensor node localization which is
followed by section 4 concluding the findings of this

paper.

2. Proposed Technique

In the proposed IS?D2P algorithm, we minimize the
noise and find labels in the given data by iterative
graph Laplacian regularization with lease squares re-
gression. To undo the transformation from previous
step, we employ Procrustes analysis to obtain denoised
data.

Consider a one dimensional regression problem which
is to learn a function f : x — y where x denotes the
input space and y denotes the label. Here we are con-
cerned with planar localization, therefore z,y C IR?
and our aim is to find function f which can reesti-
mate the non-anchor position. Given n nodes with few
{wi,y;}i; anchor nodes and {z;}}_,, ., non-anchor
nodes where m < (n — m), the prediction function
can be trained using those m samples by (Belkin et al.,
2006)

f* *argmmfZH yi — f@) P+ A1 F17 (1)

By creating prediction function based on only m an-
chors will not lead to noise minimization but we also
have to use those n — m unlabeled data. In order
to efficiently include them for prediction function, we
will apply the well known manifold assumption on the
graph structure. Here all {z_,} become vertex and
distance between them is calculated to draw edges.
Graph Laplacian on previously created graph gives us
the intrinsic geometrical structure and we will include
this in our prediction function for assumed manifold
learning. The manifold assumption is given by (Belkin
et al., 2006)

where (Liu et al., 2014),
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| 2 —x; ||* data distance, || b; — b; ||* average
distance of immediate neighbors, and € > 0
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Laplacian is given by £L = D — W where D;; =
2?21 W;j, expanding eqn 2 and substituting with £
gives
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On including eqn 3 in eqn 1, it becomes

f* = argmin — Z Il yi —

feHx ’Ll

(4)
The extended Representer Theorem states that opti-
mal f exists in Hx and is given by

n
= Zam(mi,x)
i=1

= f = [f(ml)a f(x2)7 IR f('rn)]T
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Here x denotes m x m Kernel gram matrix k;; =
k(z;,x;) and « is representation coefficient matrix.
Replacing f from eqn 5 in eqn 4 we get

f* = argmin || ¥, — fma [P+ e kat+yaT kLra (6)
feHk

To obtain optimal solution, set partial derivative with
a on eqn 6
of

Oa

= = (nmmﬁ + Ak + ’Yliﬁ/ﬁ)_llimym (7)

On substituting eqn 7 in eqn 5, it gives the final predic-
tion output. k is calculated using geodesic similarity
distance matrix (Pan & Yang, 2007) G which is ob-

tained by
dij = /Il i — x; ||?

Gij = min {d;;, dik, + di; }

B 92(1‘1',1]') }
)
(8)

Wireless sensor node communication can be viewed
as spherical shape which helps us forming the needed

K(x, ;) = exp{
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Algorithm 1 1S2D2%P
Input: n data with (x;,9;)j2; labeled and
(25)§—n+1 unlabeled

Calculate adj(z;, ;) = {

1, if i, jareneighbor
0, else
Set pre_error = oo, now_error = rms(z)
while now_error < pre_error do

Set W = distance(x)

Set G = geodesic(W)

Set k = rbf(G)

Set D” = Z?:l Wij, E =D-W

Calculate o from eqn 7

Calculate f,«2 from eqn 5

Set pre_error = now_error, now_error = rms(f)
end while
Set Z,, w2 = procrustes(f)
Output: Z

manifold structure, hence in order to learn it efficiently
we use an explicit RBF kernel which is isotropic in na-
ture and has a spherical symmetry. Above prediction
function is executed in multiple iterations as shown in
eqn 9 for I*" instance by calculating distance on previ-
ous approximate position which proportionally reduces
error on each data.

l - -
af = I -

fO = xWa® (9)

We know the true and estimated labels of labeled data.
Procrustes analysis is done to determine the affine
transformations required to map estimated labels to
true labels. The same transformation is applied to
estimated labels of unlabeled data as neighboring un-
labeled data are affected by similar noise and undergo
same transformation. This further reduces the error.

3. Simulation and Results

Table 1 contains all the simulation parameters we have
used, apart from 36 anchor nodes we have added gaus-
sian noise with o = 0.7 to all other 364 nodes’ position
representing the error during RSSI based localization
due to wireless medium and environmental conditions.
Among the four figures, fig. 1 shows 400 original node
positions deployed in 10x 10squnits area and the local-
ized erroneous positions. Difference between fig. 1 and
fig. 2 shows that the error boundary gets reduced from
outside the deployment area to inside. This happens
because we learn an approximate position with first
regression and it becomes maximum area of freedom
for that node in next regression, this itself minimizes a
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Figure 1. Nodes with original and noisy location

Figure 2. Node location- post first iteration

major error fraction on boundary nodes with low ref-
erence nodes. On computing the second iteration as
shown in fig. 3 to optimize the defined convex function
based on previous predicted location, error is further
reduced as verified from the rms error value calculated
over the nodes. To efficiently utilize the anchor nodes
as well as exploit natural property of uniform error
distribution within local subregions, we perform Pro-
crustes analysis on anchor nodes with respect to the
prediction we got from second regression. By using
this analysis data we can undo the previous transfor-
mation. When we apply the obtained anchor node
Procrustes among their neighbors, the error is further
minimized as seen in fig. 4.

4. Conclusion

In this work we proposed iterative regression feedback
algorithm which reduces the error margin in each iter-
ation which in turn minimizes the error in data. Man-
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Figure 3. Node location- post second iteration

Error Before Procrustes = 0.66007 Error after Procrustes = 0.54957
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Figure 4. Node location- post Procrustes analysis

ifold regularization was able to exploit the inherent
geometrical structure to enhance noise free labeling.
In case of 2-D localization, only a few iterations were
sufficient to increase position accuracy. The choice of
parameters plays a vital role in proposed algorithm’s
performance. In comparison to existing algorithms
where labeled data was used once to learn prediction
function, our method was able to use the geometrical
structure and achieve high accuracy by canceling out
the errors introduced by the method itself.
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