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(Plenary Talk)
Towards a Cognitive Neuroscience of Individual Differences

Chandan Vaidya,
Georgetown University, Washington

Genetic polymorphisms of dopamine and serotonin genes have been implicated in susceptibility to
psychiatric conditions. Those genes are also associated with individual variability in behavioral dimensions
such as attention and emotional reactivity, among healthy people. Examining the neural basis of those
genetic differences in healthy cognition provides clues to what might make some people more susceptible to
a particular psychiatric condition. I will present our studies in healthy children and adults examining the role
of the dopamine transporter genotype and the serotonin transporter genotype in differences in performance
(e.g., working memory, logical reasoning), behavioral traits (e.g., inattention/impulsivity, anxiety), and brain
structure and function (activation and connectivity). Across studies, our findings indicate that inheriting the
10/10 allele of the dopamine transporter genotype is associated with a smaller caudate, weaker frontal-striatal
function, and reduced working memory. Further, inheriting the short allele of the serotonin transporter
genotype is associated with higher anxiety, worse logical reasoning in the context of emotional material, and
weaker amygdala-frontal-striatal but stronger amygdala-insula functional connectivity. These findings
contribute to the identification of endophenotypes that are necessary for building a causal pathway from
genes to disorder.



Neural Loss aversion Differences in Healthy and Depressed Individuals

PG Rajeshl, C Kesavadas', VS Chandrashekhar Pammi?®, PR Mary', S Seema', Ashalatha Radhakrishnan’,
Ranganatha Sitaram®
'Sree Chitra Tirunal Institute of Medical Sciences and Technology, Trivandrum, *Center for Behavioural and
Cognitive Sciences, Allahabad, *University of Florida Gainesville.

Background: The value function of prospect theory suggested by Kahneman and Tversky is one of the
successful descriptive models of human decision making behaviours. This model suggests reference
dependence of value function and aversion to loosing behaviour called loss aversion and graphically it was
observed that the value function was steeper for losses than for gains. The loss aversion coefficient which is
a measure of amount loss aversion reported to be around 2 and earlier neuroimaging studies on healthy
human participants suggested that the neural loss aversion was sub-served by the cortical and sub-cortical
brain regions such as amygdala, ventral striatum and ventromedial prefrontal cortex. However, the neural
loss aversion network of brain regions involved in pathologies such as depression is yet to be understood.

Purpose: The aim of this fMRI investigation was to build a robust prospect theory that could explain varied
behaviour of loss aversion across psychopathologies such as depression contrasting healthy populations.

Methods: functional MRI scans were acquired while participants (healthy and depression patients)
performed a monetary incentive based economic decision-making task customised for Indian population. The
data was acquired on 10 participants in each group i.e. either healthy controls or depression patients. We
utilized a reduced version of monetary gambles customised for Indian population with decision phase alone
i.e., 8x8 loss x gain matrix (as in Tom et al., 2007) with loss values ranging from 50 to 190 with the steps
size of 20 and the gain values 100 to 380 with the step size of 40. Participants were told that each of the
gamble trial was independent of other trials in the experiment and their task was to accept or reject the
gamble and they were endowed with Rs. 100. Accepting a 50/50 gamble would yield subjects to obtain either
the loss or gain amount. Rejecting the gamble would yield the current wealth i.e. Rs. 100. The Participants
made their choice within 3 seconds after the arrow turns to pink and they were instructed to start deciding
about their choice of accept or reject from the onset of the stimulus but could confirm their choice only after
the arrow turns to pink. If they exceed 3 seconds, the experimental program will proceed to the next trial
with the record of no-decision status. The participants were also instructed that the decision made in each
trial should be referred to the amount available as current wealth of that particular experimental run i.e. either
acquired from the previous run or endowment for that particular run.

Result: The behavioural loss aversion coefficient for the depression patients (mean=2.18+0.64, median=1.93)
was found to higher compared to the healthy controls (mean=1.31+0.64, median=1.82). Whereas, the risk
factor for the depression patients (mean: 0.52+1.00, median=1.20) was found to be lower compared to the
healthy controls (mean: 1.49+0.13, median=1.56). The functional MRI results suggested common network of
brain regions responding to positive gain values and negative loss values (following prospect theory of value
function) in right ventral striatum, ventromedial prefrontal cortex and right amygdala in both the groups.
However, the neural loss aversion results revealed dissociable sub-cortical region activations such as right
dorsal striatum activity for healthy controls compared to depression patients and mid-brain/brain-stem
dopemenergic system for depression patients compared to healthy controls. These results suggest interplay
between dorsal striatum versus mid-brain regions for this higher-order cognitive behaviour (loss aversion) in
healthy controls and depression patients.



Structural and Functional networks underlying
auditory processing in children with autism

INTRODUCTION: A wide range of enhancements agheficits in auditory function have

been reported in indduals with Autism Spectrum Disordef8SD). These include impaired
perception of speech on one hand and enhanced responses to musical sounds onlthe other.
has also been suggested that music-based interventions engage a multimoadwsdtiwaia

and may hence be useful in entraining functions whiehimpaired in autismThe main
objective of our study is to identify the structural and functional networks involved in
processing spoken speech, sung speech and music in children with autism as compared to
typically developing children with a view to designing interventions tachat entraining

these communication networks via early music-based training.

METHODS: We conducted a passigtening task with three kinds of stimulispoken
words, sung words and piano tones in a spsasapling, eventelated fMRI paradigm.
Words were bisyllabic nouns or verbs commonly used by remildhe task was performed
by 44 participants, 22hildren with an ASDdiagnosed using DSM IV, CARS2 and ADOS
criteriain the a@ range 66 yearsand 22typically developing (TYP)age and gender
matchedcontrols 90 volumes in 3 runs were acquired with TR=108 8T MRI scanner
along with ahigh resolution T1 imagand diffusion imagesData analysis was performed
using SPM5 and $1-FDT.

RESULTS: Our preliminary results showed teahg words engaged a robust bilateral
temporal network with in both ASD and TYP. In contrast, the networks recruited for spoken
word perception were more right-lateralized in ASD. The spoken netwarkeSD also

showed decreased inferior frontal activation which was related to the vediglialihe

ASD group. Furthermore, a diffusion tensor imaging analysis revealed thateher frontal
activation was correlated with the decreased integritiefvhitematter tract connecting left
temporal and frontal regions in ASD. A subsequent functional connectivity analiysis us
psychophysiological interactions further confirmed that fronto-temporal ctwitg which

was disrupted during spoken word perception, was preserved during sung-word listening i
children with ASD.

CONCLUSION:Our results show that fronto-temporal functional connectivity is preserved
during sung word perception across the autism spectrum and is independent of language
ability and underlying white matter structure. In summary, our findings demonsigate t

ability of song stimuli to overcome the structural deficit for speech perception across the
autism spectrum and provide a mechanistic basis for the efficacy of song andases!
interventions in ASD. Future behavioural experiments will lend support for use of sueh song
based music interventions.

Authors:Megha Shardand Nandini C. Singh

National Brain Research Centre



Effect of COMT, 5-HT2A and 5-HTTLPR polymorphisms on brain morphometry in
schizophrenia and healthy subjects

Anupa A Vijayakumari, John P John, Harsha N Halahalli, Bhavani Shankara Bagepally, Pradip Paul,
Priyadarshini Thirunavukkarasu, Nagaraj S. Moily, Meera Purushottam, Sanjeev Jain

Abstract

With the advent of neuroimaging techniques like Computerized Tomography (CT), Magnetic
Resonance Imaging (MRI) and Diffusion Tensor Imaging (DTI), brain morphometric
abnormalities have been extensively reported in schizophrenia. However, apart from enlarged
ventricles and whole brain volume reductions, no other brain morphometric abnormality has
been consistently associated with the disorder. The main source for this variability could be the
genotypic heterogeneity of the study samples, given our understanding that schizophrenia is a
polygenic disorder. Moreover, epistatic interactions and epigenetic alterations play a pivotal
role in mediating regional brain volumetric changes. We attempted to examine the influence of
polymorphisms of three risk genes which mediate monoamine signalling in the brain, viz.,
catechol-o-methyl transferase (COMT), 5-hydroxytryptamine transporter (5-HTTLPR) and 5-
hydroxytryptamine 2A (5HT2A) on brain morphometry in patients with schizophrenia and
healthy subjects. The study was carried out at National Institute of Mental Health and
Neurosciences (NIMHANS), Bangalore, India. A total of 80 subjects (patients with
schizophrenia=41; healthy subjects=39) belonging to Dravidian ethnicity from South India were
recruited for this case control study. All the participants underwent magnetic resonance
imaging and were genotyped for COMT, 5HTTLPR and 5HT2A polymorphisms. We examined the
effect of COMT, 5HT2A and 5-HTTLPR polymorphisms individually as well as additively on
regional brain volumes using an imaging-genomics approach. A dominant model of COMT
Val158Met polymorphism (Met/Met vs. Val/Met + Val/Val or AA vs. GA+GG) was shown to be
associated with brain morphometric changes in healthy young adults (Honea et al., 2009,
Zinkstok et al., 2006). In subjects who were at high risk for psychosis, gene-dose effects of the
Val allele on reduction gray matter volume in anterior cingulate has been reported (Mclntosh et
al., 2007). Therefore, we assumed a dominant model for the COMT Val158Met polymorphism
to examine the effect of the risk Val allele on brain volumes. Also for the SHTTLPR
polymorphism, a dominant model (Long/Long vs. Long/Short+ Short/Short or LL vs. LS+SS) was
assumed, since the short allele was found to act in a dominant fashion (Hranilovic et al., 2004).
Voxel-based morphometric (VBM) approach was employed to carry out all the morphometric
comparisons using Analysis of Covariance model after adjusting for age, gender and total brain
volume. VBM analysis across phenotypes (schizophrenia vs. healthy subjects) showed
significant gray matter volume reductions in the left anterior culmen and posterior declive in
patients with schizophrenia when compared to healthy subjects at family wise error (FWE)
cluster defining threshold (FWEc; cluster defining threshold: Pyncorrected< 0.001; k= 793 voxels).
Irrespective of phenotype, individuals with the risk allele T (n=14) of the His452Tyr (rs6314)
polymorphism of SHT2A showed significantly greater regional brain volumes in the left inferior
temporal and inferior occipital gyri (FWEc; cluster defining threshold: Pyncorrectea< 0.001; k= 988
voxels) in comparison to those homozygous for the C allele (n=66). Genotype-wise comparisons
of gray matter volumes using the dominant model for COMT and 5-HTTLPR revealed group



differences only at an uncorrected threshold (p<0.001, 20 voxel extent threshold). Subjects with
GG or AG genotype of rs4680 of COMT (n=61), irrespective of phenotype, showed decreased
gray matter volumes in right anterior cingulate, bilateral medial frontal gyrus, right declive,
right superior temporal gyrus, right fusiform gyrus, right uncus, right frontal sub-gyral region
and left lingual gyrus compared to those individuals with AA genotypes (n=63). In case of 5-
HTTLPR, the individuals carrying SS or LS genotypes (n=63) showed decreased gray matter
volumes in the right anterior culmen and middle frontal gyrus when compared to LL individuals
(n=17) (p<0.001, 20 voxel extent threshold). Exploration of the additive effects of risk genes on
brain volumes yielded differences between those subjects who had 2 or more risk genotypes
(n=53) of the above 3 risk genes vs. those who had 1 or less risk genotypes (n=27) at an
uncorrected threshold (p<0.001, 20 voxel extent threshold). Those with higher loading of risk
alleles had lower regional brain volumes in the right superior frontal and right medial frontal
gyri. In conclusion, the volumetric alterations observed in our study can be interpreted as an
independent function of the individual and additive effects of the multiple schizophrenia risk
genes on brain volume, rather than a function of the disorder per se.
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Three Key Factors in Human Cognitive Evolution

Jordan Zlatev
University of Lund

An adaptation for bodily mimesis implying improved volitional control of the body (Donald 1991) can
explain why human beings are particularly skillful compared to non-human primates with respect to
imitation, empathy and gestural intentional communication. Since these are arguably prerequisites for
language, I have argued that no extra adaptations for the language evolution (except for increased vocal
control) need to be assumed (Zlatev 2008a, 2008b).

However, there are at least two questions that remain to be answered: (a) what ecological and social
conditions brought about the evolution of bodily mimesis? (b) what lead to the transition from a
predominantly mimetic form of communication to a predominantly symbolic one (using the vocal channel)?
Hrdy’s (2009) proposal that our ancestors underwent a transmission in major reproductive strategy to
alloparenting (cooperative breeding) addresses the first question. The answer to the second question will be
twofold: First, I emphasize that language is not a purely symbolic (“arbitrary”) semiotic code, but a
heterosemiotic, multimodal system, where even the vocal component is to various degrees non-arbitrary.
Nevertheless, there are unique properties of “symbolic reference” that are absent in iconic-indexical systems.
Two recent theoretical proposals of the (gradual) transition of iconic/indexical forms of expression into
relatively arbitrary ones will be briefly reviewed (Brown 2012; Collins 2013), and a synthesis suggested.
References

Brown, J.E. (2012). The evolution of symbolic communication: An embodied perspective. PhD thesis.
University of Edinburgh.

Collins, C. (2013). Paleopoetics: The Evolution of the Preliterate Imagination. NY: Columbia University
Press.

Donald, M. (1991). Origins of the Modern Mind. Three Stages in the Evolution of Culture and Cognition.
Harvard: Harvard University Press.

Hrdy, S.B. (2009). Mothers and Others: The Evolutionary Origins of Mutual Understanding. Cambridge,
Mass.: Harvard University Press.

Zlatev, J. (2008a). The coevolution of intersubjectivity and bodily mimesis. In J. Zlatev, T. Racine, C. Sinha
and E. Itkonen. (Eds.) In The Shared Mind: Perspectives on Intersubjectivity, 215-244. Amsterdam:
Benjamins.

Zlatev, J. (2008b). From proto-mimesis to language: Evidence from primatology and social neuroscience.
Journal of Physiology — Paris 102: 137-152.



Similarities and Differences in Thai and Telugu Motion Event Descriptions

Jordan Zlatev, Y. Viswanatha Naidu and DuggiralaVasanta

Address all correspondence to: Jordan Zlatev <Jordan.zlatev@ling.lu.se>

The binary language typology proposed by Talmy (1991), and extended with an additigoallexgu
type by Slobin (2004) has been the focus of numerous linguistic and psycholingwissiigations of
motion eventge.g. Bohnemeyer et al. 2007; Filipovi¢ 2007; Croft et al. 2010). Despite occasional
reservations, there seems to be a general consensus that e.g. Germanic acd&iguages are (1)
satellite-framed, i.e. tend to express the Path component of motion events inite,satellthat e.g.
Romance and Semitic languages are (2) verb-framed, i.e. tend to express Patteib, théile (3)
serial-verb languages like Thai (Zlatev &Yanklang 2004) and Ewe (Ameka & Ess2go§ydiffer

in providing convenient slots for the expressionof Path, Manner and Deixis.

However, any clear two-type or three-type division of languages on the badbkiroexpression of
motion situations (and extensionsto other semantic domains) is problematic. Fahiotipethere is
considerable intra-typological and even intra-linguistic variation (Croft. &04l0). Another problem
is that the basic concepts of Path, Manner, “Satellité¢’ and even Motion have been ill-defined,
motivating the need to re-work motion typology from the ground (Zlatev et al.).2@K) a
contribution to this effort, we compare two languages that differ genealogeallyypologically to a
considerable extent: Telugu (&fiswantha Naidu & Vasanta011) which is highly inflective and
Thai, which is highly analytical. While Talmy (1991) claimed that Tamil @dipselated to Telugu
typologically) should be seen as verb-framed, and Slobin (2004) offers Thai as exaleate of an
“equipollent language, we first show that these two languages have a number of analogous resources
for the expression of motion and spatial semantics:

e Thai uses, as mentioned, series of Manner (Wimg'), Path (khawenter’) and Deictic (ma
‘come’) verbs, while Telugu combines main verbs expressing Path/Direction or Deixis
(veLLADu ‘go’) with verbal participles of Manner (parigett-kunTwun’), as well as
“explicator verbs (cf. Abbi 2004).

o Speakers of both languages express Manner, especially in colloguial circumstaocgs, thr
(reduplicative) expressives/ideophones, e.g. takiaak-takaajve frantically (Thai),
cakacakaafast paced walking’ (Telugu).

e In addition to verbs Thai uses de-verbalized prepositions (e.g. ‘€aamk) and Telugu

locative case markers (e.g. -nuMiBiom’) to express Path.



¢ Both languages make systematic use of nominals expressing different values degbeyca
Region, as Thai naj/nOOk and Telugu 10/baydihiside/outside’), which in Telugu can take
the case markers above, d@-nuMDi‘from-inside’.

To compare how these resources are used in actual language use, we performed a stadyli whi
adult speakers of Telugu narrated the Wwebwn “frog story” based on pictorial stimuli (cf.
Stromqvist & Verhoeven 2004), comparing these descriptions with those of 10 adultrspsakhai,
collected previously (Zlatev & Yangklang 2004). Qualitative and quantitative compasgbtomnsed
similar rates of expressing the category Path/Direction (through verlmepabsitions/cases markers)
and Region (though locative nouns), but higher rates of Manner and Deixis expiasEiai, while
Telugu speakers tended to mention Landmark/Ground elements more \Wiepresent tentative
explanations of these differences, arguing for the need to take into consitdeatiors such as

“degree of grammaticalization” which have been mostly neglected in motion event typology.
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Aspects of the Hindi Compound Verb

Samiksha Bajpai', Kiran Kishore?, Gautam Sengupta’, Rajesh Kasturirangan'
'National Institute of Advance Studies, Bangalore, “Center for Neural and Cognitive Sciences, University of
Hyderabad.

Compound Verbs (CVs) are constructions consist of a sequence of two verbs in which the second verb is
either delexicalised or its semantic domain is considerably altered. While the semantic centre of gravity
varyingly shifts towards the first verb (V1), the major responsibility of bearing the grammatical weight is
borne by the second verb (V2). For example, in Hindi, the verb bol is ‘to speak’ and the verb uTh is ‘to rise’.
The compound verb bol uThA ‘speak rise-pst-m’ expresses a manner of speaking, namely to speak out
suddenly and without according much thought to what is spoken. It is thus different from a pure sequence of
two verbs, which represent two contiguous actions. Interestingly, while there are few restrictions on the
choice of the first verb, the second verb belongs to a set of closed-class elements.
The literature on compound word processing is broadly divided into the decompositional, non-
decompositional and the dual access theories, according to which both types of lexical representations (i.e.,
constituents and whole-words) may exist simultaneously when processing complex and compound words. At
the same time, different factors, such as semantic transparency, cumulative frequency, productivity of the
affix, and surface frequency determine which lexical representation is activated (Shabani, 2012).

In the Maximization of Computational and Storage Opportunity model, Libben (2006) maintains that only a
polymorphemic word heard frequently enough to be lexicalized is stored as a whole. He further proposes a
new extension of the Maximization of Computational and Storage Opportunity model, suggesting that
semantic opacity does not discourage constituent activation; instead, it “creates a mismatch of activation”. In
other words, when processing polymorphemic words, both the full form of the polymorphemic word (if
lexicalized due to high frequency) and its constituents are activated. Yet, in case of semantically opaque
complex and compound words, there should be a mismatch between the meaning of the constituents and the
meaning of the full form. Such a mismatch would inhibit appropriate semantic activation and lead to slower
response times in priming experiments and in lexical decision tasks (Libben, 2006).
In the first experiment, we hypothesize that since CVs are mapped on to a single event as against serial verbs
which are mapped onto more than one event, the time required to process CVs should be less than that
required for serial verbs and more than that required to process simple verbs. Our experimental findings
support this hypothesis and indicate that increased complexity in the representation of verbs leads to
increased processing times.

For the second experiment, we hypothesize that compound verbs in Hindi are stored and processed as both
constituents and whole-words, depending primarily upon the frequency of usage. In the case of CVs, we
need to consider the opacity of V2, which result in slower response times in primed lexical decision tasks.
Our findings corroborate the above.
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Cognition and Semantic Language Perception in Early Blind and Late Blind Subjects
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Introduction: Functional magnetic resonance imaging, study showed the exploration of the neural substrates
of Braille reading. .Braille is one of the few writing systems where tactile and spatial perception is used,
which represents recognition, search converting simple tactile information into meaningful patterns that have
lexical and semantic properties which may be mediated by the somatosensory system.
Methodology: Ten early and late blind along with ten sighted were recruited (all right handed) from the
clinics of our institute. Standard diagnostic and exclusion criteria were followed. Functional MRI scans were
conducted on standard clinical 3T whole body MR scanner (Achieva 3.0T TX, Philips, Netherlands) with the
subject in supine position. For Semantic processing: patients were presented braille tactile input and the cues
were presented by using E-prime software. Single-shot echo planar imaging (EPI) sequence was used to
study the Blood oxygen level dependent (BOLD) effects in the whole brain. Pre- and post-processing was
carried out using SPM8 (Wellcome Department of Cognitive Neurology, London, UK). One sample t-test
(p<0.001, cluster threshold 10) was used for group analysis.

Results: During the semantic task in early blind subjects, BOLD activation was observed in bilateral inferior
temporal gyrus and inferior parietal lobule, left hemispheric cerebellum, somatosensory association cortex,
premotor cortex and supplementary motor cortex and primary somatosensory cortex, right cerebral
dorsolateral prefrontal cortex, pars opercularis, part of Broca's area, and superior frontal gyrus. In late blind
subjects, activation was observed in bilateral inferior frontal cortex, left secondary visual cortex (V2),
primary somatosensory cortex, premotor cortex and supplementary motor cortex, along with right pars
triangularis broca's area, and associative visual cortex (V3, V4, and V5), with dominant activation in left
hemisphere. Though controls had not learnt Braille, the study was carried out in them to observe the tactile
perception. In controls the response to the task was in bilateral inferior frontal gyrus and inferior parietal
lobule, right hemispheric dorsolateral prefrontal cortex, insula and claustrum and left hemispheric post-
central gyrus and the most rostral superior frontal gyrus. Both hemispheres were active in sighted controls
while dominant activation was observed in left hemisphere after analysis in late and early blind participants
during the semantic task.

Discussion: The visual cortex of blind subjects is functionally relevant to Braille reading, suggesting
plasticity for additional processing of tactile information in the visual cortical areas. Inferior parietal lobule
in BA 40 is involved in reading both in regards to meaning and phonology [1]. Consistent with this
possibility, sighted and blind participants alike manifested higher responses in premotor and prefrontal cortex
during the semantic task [2]. Late blind subjects showed a significant activation in extrastriate area of visual
cortex, whereas such an activation was absent in early blind subjects [3]. Activation of the cerebellum
hemispheres has seen in Braille reading in early blind that may involve in tactile discrimination and motor
control [4]. It has been suggested that activity in secondary visual cortex (V2) and associative visual cortex
(V3, V4, V5) during braille tasks represents a shift in modality selectivity of those areas, enabling them to
contribute directly to perception rather than visual.
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Semiotics, names and the titular projection

Probal Dasgupta
Indian Statistical Institute, Kolkata

Cognitive inquiry cannot afford to work with a sharp boundary between ‘problems’ amenable to scientific
tackling and ‘mysteries’ lacking this property. Instead, it becomes necessary to explore the porosity of the
problems-mysteries interface with respect to specific phenomena. In this paper, which extends earlier work
on the semiotic and linguistic properties of names, we examine a ‘problem’ that has been opened up for
rigorous investigation only recently, in the context of the study of the Eastern Indo-Aryan language Bangla
(a.k.a. Bengali). What we shall call Titular elements — such as /babu/ ‘mister’, /mOSai/ ‘excellency’, /dada/
‘elder brother’ and /didi/ ‘elder sister’ — were first studied by Ghosh 2006; she calls them Honorific Words.
She argues that they are distinct from classifiers. Her argument rests on their compatibility with the plural
format /Nra/. In the present paper we consider further facts — that a titularized nominal can occur in the
classification format /NTa/, and that examples with title recursion sometimes work, as in /mitrobabumOSai/
‘his excellency Mr Mitra’, /indudidiSona/ ‘our dear elder sister Indu’ — and propose that the relevant word
formation strategy should have formal freedom of action supplemented by semiotic principles that require
some rise in the level of either respect or endearment in order to license actual applications of the recursive
option. It is in the semiotics that problems meet mysteries, posing new experimental and theoretical
questions for cognitive inquiry to address.
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The relationship between auditory rhythm processing and language and literacy skills in the early-adolescent
brain

Manon Grube
Institute of Neuroscience, Newcastle University, United Kingdom.

The relationship between auditory processing and language and literacy skills has been a matter of debate.
Whilst most previous work focused on single-sound processing (Goswami et al. 2002, Rosen et al. 2009,
Tallal 1980, Witton et al. 1998, Wright et al. 1997), more recent studies have used melodic (Foxton et al.
2002; Ziegler et al., 2012) or rhythmic stimuli, in particular in comparing dyslexic to typically developing
children (Overy 2003, Huss et al. 2011, Richardson et al. 2004).

My work investigates auditory processing systematically, at increasing levels of complexity from single
sounds to sound sequences, with one specific focus on rhythm processing and in adolescent language
development. In a large cohort of typically developing school children (age 11+; n=210), the data
demonstrated a specific significant correlation between short simple (isochronous) rhythmic-sequence
processing and phonological language and literacy skills alongside one for pitch sequences (Grube et al.
2012). In a subsample of individuals with dyslexic traits (n=28), the correlation with language skill differed
for some tasks, but very similar to the typically developing for the processing of short rhythmic sequences
(Grube et al., 2014). In a cohort of young adults (undergraduate students) in contrast, there was a strong,
significant correlation between language and literacy skills and the processing of longer sequences with a
metrical or a quasi-regular beat (Grube et al., 2013) that was not found in the younger cohort. This finding is
currently further investigated in two cohorts (mean age 12 and 14).

Overall, the results suggest a beneficial role for beat-based rhythm processing in the early-adolescent
development of language and literacy skills. This finding provides behavioural evidence in support of recent
models of oscillatory brain activity at corresponding frequencies reflecting the use of the quasi-regular
temporal structure of speech, i.e. as a “temporal scaffolding” (Abrams et al. 2009, Giraud & Poeppel, 2012;
Ghitza, 2013). Such mechanisms may provide a common basis for both music and speech, and the link
between the two (Besson, 2001; Strait et al., 2013).
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Group differences for Rotation Related Negativity RRN)
while Reading
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Mental-rotation is the well-known phenomenon thaaation time increases
linearly with the angles of rotation. Dyslexics aret impaired responding on
mental rotation task but they féil suppression of symmetry in the representatfon o
graphemes at decision stage. This deficit is termgdunctional Coordination
deficit (Lachmann, 2002) between grapheme and gdbgoal letter
representations in dyslexic¥he behavioral results so far indicated that group
effect in mental rotation tasks occur late, in ttexision stage of information
processing (Heil, 2002Neuronal mechanisms underlying mental rotationsaite
discussed. Thereforggsycho physiological methods need to be applied to
understand the neuronal group differences by usirg paradigm of mental
rotation. Letters G, F and R were used with noalisr phonological similarity
and were presented in normal and mirrored rotatimmsing three different
levels of angular disparity of rotation from uprigtosition with a difference of
60° each. We expect Rotation Related Negativity (RRBl)aafunction of the
complexity associated with angular disparity ofatmn resulting to reduced late
positive component. Where the perceptual encodingnental rotation task for
dyslexics and control children occur? Both the gsoperform mental rotation at
the same time? Or it's an early or late procesfinglyslexics in comparison to
controls? The data was collected on German’s 1&xigschildren, 19 control
children. In general, reaction time increased waithangular disparity of rotation
(Heil & Rolke, 2002). As predicted, identical effeof mental rotation occurred
for both the groups (Rusiak, Lachmann, Jaskows#ivean Leeuwen, 2007) and
Dyslexics were slower in responding to the lettéien control children because
of the visual and phonological problems for encgduf letters at the decision
stage (lachmann, 2002). According to the ERP's RRIN present for Parietal
electrodes (P3, Pz and P4) and was absent foafr@®, Fz and F4) and central
(C3, Cz and C4) electrodes. Bilateral effects dation for parietal electrodes
(P3, Pz and P4) were found with no hemispheric ridpes for both groups.
RRN was present only for controls in the time wiwvdaf 400-700ms. Dyslexics
showed some late effects (800-1000ms) in percemnebding but the typical
trend of RRN was absent. Possibly, they showedceiRRN because they were
engaged more in distinguishing between normal anidrored rotations.
Differences between the groups in the later timedew (800-1000) could also be
explained as confusion between normal and mirrasétions. On the other hand
the results also suggest that dyslexics were usindifferent strategy for
performing mental rotation (Horst et al., 2012).



Perceptual Span of Readers of Hindi in Devanagari
This study was conducted to determine the size of the perceptualfspeaners of Hindi written
in Devanagari through eye-tracking experiments. The symmetrmrefimaximal visual acuity
surrounding a fixation, called the visual span, is very narrow, extendiaggdut a degree on
either side of the fixation. The perceptual span, on the other hand, has been defined as “the size
of the effective visual field in réang” (Rayner 1998). It is the optimal number of characters that
can be seen by a reader, which, when decreased, affects readimgebuincreased does not
facilitate reading. The two have been found to be incongruent in studies ashHEKigConkie &
Rayner 1975) Chinese €hen & Tang 1998)Japanes€Osaka 1992, 1987and Hebrew Follatsek
et.al. 198) showing thereby that perceptual span is not entirely determined by visugl acui
Perceptual span is affected both in size and symmetry bscthp and possibly by the language that is
being read. In English the perceptual span extends to about 14-15tetsatache right of the fixation
and 3-4 characters to the left (McConkie & Rayner 1975). The peidespan in reading a typical
Japanese text consisting of a combinatiokani andkanji scripts extends to only 7 character spaces to
the right (Osaka 1987, 1992). Chinese has a perceptual span &itha8acters to the right of fixation
and information to the left of the fixation does not seem to have gn§isant effect on reading speed or
accuracy (Chen & Tang, 1998).
Although previous works have suggested a role of information deinsityodulating perceptual span
(Chen & Tang, 1998 ), the types of information that do so, need ffigthdy. Based on the findings of
studies conducted in different languages, we designed and ranfeegperiments to determine the size
of the perceptual span for readers of Hindi written in theaDagari script. Our hypothesis is that the
perceptual span for readers of Hindi in Devanagari will fetween those for English and Chinese

because of the phonemic density of the script.

Experiments | & Il

The two experiments involved eye-tracking, on an Eyelink 1000 (SRaRd#dy eye-tracker. The
experiments were run on 20 subjects. There were 50 sent&amdswith 5 conditions, which were
counterbalanced, displaying one condition of each sentence to each subject using Rayner’s gaze-
contingent moving window paradigm (Rayner 2001). Every participargftre ran through 50 trials in
the experiment. The first two experiments were controlledHernumber of aksharas or blank spaces
displayed to the left of the fixation, with no restriction on thenber of aksharas or blank spaces
displayed to the right of the fixation. The control condition remisentences to be completely displayed
with no visual restrictions on either side. A multiple choice toesfollowed each sentence to test

reading accuracy.



Experiments Il and IV

The second pair of experiments used the same set of stimublowield the same design as the first pair
of experiments. The number of characters to the right of théidixavere controlled using a gaze-
contingent moving window paradigm, with no restrictions on the nurobeksharas or blank spaces
displayed to the left of the fixation.

Experiment V

This experiment had a similar set of stimuli, with an additi@fasentences added to the set of stimuli in
the previous experiments. Each participant ran through 140 sentdreegsign of the experiment was
the same as in the first two sets of experiments excepthibi were only two conditions: a control
condition in which the stimuli were displayed in their enyir@ithout any masking on either side of the
fixation and a second condition using the gaze-contingent moving wipdoadigm displaying only the
aksara fixated upon along with three aksharas to the lefteofixation and seven aksharas to the right,

based upon the results obtained from the previous experiments.

Results

Experiment I, II, lll and IV

The reading time for each stimulus was measured under the various conditiemeading time for the
control condition, where the whole sentence was displayed with natiestion visibility was taken as
the base with which the reading times under all the other conditions @repared. A linear mixed
model was used and the log of RT (Reading Time) was taken as the dependbld. VEre statistical
analysis in the first set of experiments showed that the condition with 8codsarvisible on the left of
the fixation allowed significantly faster reading than all the other tiondiexcept the control condition.
In the second set of experiments, the condition with 7 characters on the tighfightion allowed
significantly faster processing compared to all the other conditiarepethe control condition (P<0.05

in both cases).

Experiment V

Experiment V confirmed the results from the previous experiments. Waer@o significant difference in
reading time under the two conditions.

Conclusion

The five experiments mentioned above led to the conclusion that the percpptual readers of Hindi
in Devanagari consists of 11 aksharas (including blank spaces): 3 tt tiféhe fixation, the akshara

under fixation and 7 aksharas to the right of the fixation.



What is the Role of the Motor System During Action Understanding?

Angelika Lingnau
University of Trento

When we observe other people's actions, brain regions are recruited that are also involved when we perform
actions ourselves. A dominant view in the literature is that the recruitment of premotor and motor regions
plays a causal role in the process of action understanding. Alternatively, it has been suggested that the
cognitive processes underlying action understanding are represented elsewhere, and that premotor and motor
regions are recruited as a consequence of action understanding. In this talk, I will discuss several
neuroimaging experiments that aim to provide insight into this debate.



Motor Adaptation Deficits in Ideomotor Apraxia

Partik Mutha', Lee Stapp®, Robert Sainburg®, Kathleen Haaland®
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The cardinal deficits observed in ideomotor limb apraxia are thought to arise from damage to internal
representations for actions, developed through learning and experience. However, whether patients with limb
apraxia can learn to develop and refine new internal representations with training has not been investigated
in detail. This is important in order to understand whether physical rehabilitation, which is based on motor
training, can be effectively employed to improve motor deficits in apraxia. Therefore, we examined the
capacity of apraxic patients for motor adaptation, a process associated with the development of a new
representation of the relationship between arm movements and their expected sensory effects. We tested 13
healthy adults, 12 left hemisphere damaged apraxic patients and 11 left hemisphere damaged nonapraxic
patients in a visuomotor adaptation paradigm. Subjects initially performed point-to-point reaching
movements in a virtual reality environment in which visual feedback about hand motion was provided and
matched with the actual direction of hand motion. This block of trials established baseline levels of
performance. Next, subjects were required to adapt their actions to a novel visual-motor mapping in which
the direction of cursor motion was rotated by 30 degrees relative to the direction of hand motion. After this
block of trials, subjects re-performed the baseline block, which enabled us to test for the presence of after-
effects of adaptation. Our results demonstrate that healthy adults and nonapraxics clearly adapted to the
rotation and demonstrated significant after-effects when the rotation was removed. In contrast, apraxic
patients showed an initial rapid change in performance, but failed to make any improvements thereafter.
When the rotation was removed, apraxics demonstrated an early after-effect of the same magnitude as the
two other groups likely reflecting the initial learning, but this after-effect was not sustained and performance
returned to baseline levels much more rapidly. Thus, the early phase of learning appears to be intact in
apraxia, but leads to the development of a fragile representation that is rapidly forgotten. Apraxic patients
had larger lesion involvement in the left inferior parietal cortex, pointing towards a key role for this region in
the process of learning to form stable internal representations.



A dedicated common network underlies the initiation of eye and hand effectors during a coordinated
movement

Atul Gopal' and Aditya Murthy?
'National Brain Research Center, Gurgaon, “Center for Neuroscience, IISc Bangalore.

The computational architecture that enables functionally and anatomically independent eye and hand effector
systems to generate coordinated movements is not known. The simplest and intuitive architecture is to
assume that eye and hand effectors are controlled by completely independent and parallel networks which
when driven by a common visual input generates coordinated eye hand movement. To test this, 8 subjects
were recorded while they performed goal directed movements under three different conditions of eye-alone,
hand-alone and eye-hand. We found that reaction time (RT) of the saccades that were accompanied by a hand
movement were delayed; while hand movements were faster compared to their respective independent
conditions. The shift in the mean RTs of eye and hand is evidence of interaction between the two effectors
systems. Using a drift diffusion accumulator model - a widely used model to fit RT data- we show that
independent but interacting accumulators that controls the initiation of eye and hand movement cannot
account for the observed data completely.

In contrast to the interacting accumulator model, the common command hypothesis (Bizzi et al 1970) is
another architecture that explains eye-hand coordination. Thus far, the only evidence to support this idea was
the presence of high temporal correlation between eye and hand RTs, which has been reproduced in some
studies. We have, for the first time shown using psychophysical experiments and computational modeling
that common command hypothesis is a valid architecture to generate coordinated movements. Our data
shows that even though the mean hand RT is greater than the mean eye RT by ~100 ms, the variances of the
two distributions are comparable; i.e. the variances do not scale with the mean. We also show that the
observed pattern of variances of the eye and hand RTs is compatible with a single accumulator instantiating
eye and hand movements and that the difference in means of the eye and hand RT can be accounted for by a
temporal delay. We also have found a physiological signature of the predicted delay in the electromyography
(EMG) activity recorded from the shoulder muscles of subject as the time interval between the onset of the
EMG to the onset of the hand movement. Finally, we found that the common command model could only
account for the coordinated movements but not eye and hand movements executed in isolation. Taken
together, these observations suggest that coordinated eye hand movements may be generated by a dedicated
circuit that operates on the principle of the common command architecture.



Cognitive Science: A Military Psychology Perspective

Manas K Mandal
Defence Research and Development Organization

Military psychology is a subject matter which is based on traditional methods in psychology with a focus on
deliverability. Of late the focus in military psychology has been changing with the change in military context
like low intensity conflict, non-conventional warfare, and non-platform-centric engagements. These contexts
are bringing change in the military technology, the speed of which has hastened to the extent that human skill
development is falling short of the technology development. To bridge the gap between technology
development and human capability, the need for introducing cognitive science in the military domain has
been felt very strongly in recent times. Human cognitive threshold is thus being enhanced with the help of
technology or being replaced with alternative / assistive technology. Efforts are also being made to reproduce
the cognitive ability in man-made pre-programmed robot. To conduct such research, military psychology has
started engaging the practices of neuroscience, computer science and behavior science under the banner of
cognitive science. The present talk will focus on cognitive science with such interdisciplinary perspective in
the domain of military psychology.



The Influence of Spatial Cueing on Serial Order Visual Memory

Rakesh Sengupta, Prajit Basu, David Melcher’, Bapiraju Surampudi
Center for Neural and Cognitive Sciences, University of Hyderabad. 'University of Trento.

One of the important functions of vision is to provide a representation of the world that can be kept in our
short term memory to guide action. Visual processing of objects in space involves both selective spatial
attention (Roggeman et al., 2010; Melcher & Piazza, 2011) and visual working memory (Awh, Vogel, & Oh,
2006). It is well known that visual short term memory and spatial attention share similar mechanisms and
neural substrates (Corbetta, Kicade, & Shulman, 2002; Awh et al., 2006; Corbetta et al., 1998). Studies on
primates and adult humans have indeed identified common neural substrates that are activated for visual
spatial attention and visual short term memory (Awh & Jonides, 2001; Bisley & Goldberg, 2006). Most
common tasks used to probe visual spatial attention involve spatial cueing for target detection (Posner,
1980), visual search (Muller & Rabbitt, 1989), and change detection (Fernandez-Duque & Thornton, 2000).
These paradigms generally elucidate that spatial cueing when valid (i.e., the cue gives truthful information
regarding the location of the target), facilitates effective encoding and detection of the target stimulus. This
facilitation is measurable through reaction time and accuracy. Invalid cues, however, are disadvantageous to
target detection in terms of RT and accuracies. On the other hand, most common visual short term memory
tasks involve recall of items presented serially in the same spatial location (Amiez & Petrides, 2007), or
change detection for items presented simultaneously on different locations on the screen(Xu & Chun, 2005;
Vogel & Machizawa, 2004; Todd & Marois, 2004) . Serial presentation paradigms generally tend to follow
the standard serial recall curves for primacy (Murdock & Bennet, 1962) and recency effect (Waugh &
Norman, 1965). In simultaneous presentation paradigms with simple color or shape stimuli, participants can
usually detect changes accurately where there are four or less items (Xu & Chun, 2005; Vogel & Machizawa,
2004). However, there have been few studies that probed the effect of spatial cueing on serial recall. We
wanted to explore whether spatial cueing can affect serial recall. Spatial cueing guides selective attention to
certain locations, facilitating effective encoding of the items in those said locations. Thus, spatial cueing
should improve serial recall of items presented in different locations, measurable in reduced RTs and
improved accuracies if all or some of the items were probed with valid cues. In contrast in the case where
spatial cueing does not carry any relevant information towards the location of the items presented (invalid
cues), recall facilitation may not be observed. We also wanted to probe deeper into the stimulus feature itself
by looking at colored squares or grayscale shapes. We know from previous studies, that color and shapes are
processed differently (Corbetta, Miezin, Dobmeyer, Shulman, & Peterson, 1991). As the short term memory
is a limited capacity system (Miller, 1956; Todd & Marois, 2004), we also varied the set size of items to
presented between (2, 4, 6, 8). Our studies show a very clear dissociation between color and shape recall.
While spatial salience cues seem to facilitate shape recall, they seem to degrade the color recall performance.
This effect becomes significant for shape-location trials beyond the working memory capacity limit of 4
items. The results can be interpreted as if individuation of colored objects draws from the same attentional
resources as spatial attention and the resulting competition degrades performance in serial order judgment
involving color whereas shape recall does not seem to be subject such competition.



Conscious Recognition of Neuro-Feedback

Introduction: The aim of this paper is to assess Neuro-Feedback as a method for studying the
relationship between neural activity and subjective experience. We will operate within the specific
context of frontal lobe alpha-beta rhythms, and mental states like ‘relaxing’ and ‘concentrating’.

Traditional Neuroscience treats subjective experience as an epiphenomenon and therefore, doesn’t
engage with it directly. As a reaction to this trend, the program of Neuro-Phenomenology was put
forth (Varela, 96). Here, both experience and neural activity are placed on equal footing. The aim is
to study the ways in which they mutually constrain each other rather than assuming one is causally
prior to the other. This alternate line of inquiry has much to contribute to mainstream Cognitive
Science, but it faces a number of hurdles. Notably, there’s the practical difficulty of collecting first
person and third person data along a common timeline, and then the theoretical problem of
establishing causality between data from two completely different epistemological domains. A recent
paper (Bagdasaryan, 2013) discusses these challenges at length and offers Neuro-Feedback as a
pragmatic solution.

Neuro-Feedback setups involve subjects learning to regulate their own neural activity. This is made
possible by transforming their neural activity into visual or auditory sensory stimuli. In this way, the
stimulus both affects, and is affected by, the subject’s brainwaves. This has a fairly long history of
being used for Psycho-Therapy, but the same can’t be said of its use as a research tool in the
Cognitive Sciences. This is surprising, because as a paradigm it can offer a number of advantages.
This is because in Neuro-Feedback, subjective experience of perceiving and controlling a certain
neural activity becomes braided with objective measures of the same, in an iterative causal loop
(Bagdasaryan et al, 2013). This potentially allows us to overcome both the practical challenge of
placing data from first and third-person approaches along a common timeline, and the theoretical
challenge of establishing causality between the two.

Method: For us to realize this potential, however, we need to first establish that there is, in fact, a
subjective experience of perceiving and controlling neural activity that is accessible to our conscious
selves. For this, we offer a simple experiment, where subjects discriminated between auditory
feedback, and non-feedback situations. Here, subjects were made to put on an EEG cap developed
in our lab (built using only open-source resources), and also a pair of earphones (this was done after
obtaining informed consent according to appropriate ethical standards).

In the feedback cases, the tones coming out of the earphones depended on the subject’s neural
activity according to some rule (frontal lobe alpha/beta ratio mapped to pitch of MIDI piano tones),
while in the non-feedback cases, the tones did not depend on the subject’s neural activity at all, and
instead were coming from a pre-recorded file. The only way subjects could discriminate between the
two cases was to learn to consciously perceive how their mental states related to the tones in
feedback or to consciously control the tones by manipulating their own mental state. All other
possibilities, like subjects using muscular activity instead of mental activity, or recognizing some
artifact present in the recorded sound, were controlled for.



Results: We found that subjects could discriminate between the two cases with a frequency higher
than chance. We also collected the cognitive strategies subjects used through an interactive interview
which involved the subject demonstrating, in real-time, his or her strategies to the interviewer. In
general, we found that subjects who adopted a control strategy over an estimation strategy did
better, which agrees with studies in the literature which claim that our perceptual abilities come after
our control abilities during the development of new sensorimotor skills (Kotchoubey, 2002).
Largely, subjects used what can be called a ‘relaxation’ strategy for driving the tones one way (higher
pitch), and a ‘concentration’ strategy for driving the tones lower (in pitch). This agrees well with the
literature on alpha and beta rhythms, but more than that it also adds interesting nuances to what we
mean by the words ‘relaxation’ and ‘concentration’ if indeed those are the most apt terms to describe
the mental actions that best relate to the alpha -beta ratio.

Future Studies: In the future, we plan to see how users get better with more training, and how
these skills transfer to situations where there’s no help from any artificial device. We also want to
explore other setups with the device involving more features of the brainwaves, and in turn ‘richer’
soundscapes. Within these setups it would very interesting to see what meaning the various qualities
of the tones will carry about mental states/actions; what will it mean for the tones to be ‘mellow’ or
‘steady’ or ‘stretched’ or ‘flat’, and how will the meaning vary among the different subjects.

Keywords: Neurofeedback, Alpha Rhythm, Brain Music, Neurophenomenology, Brain States,

Perception
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Dynamical Control of Hierarchical Stimuli

Devpriya Kumar, Narayanan Srinivasan
Center for Behavioural and Cognitive Sciences, Allahabad.

Recently, there has been a lot of emphasis on treating control as a notion to understand the processes
involved in a number of cognitive phenomena such as, intentional binding, and experience of agency.
Increase in control results in increased sense of agency. In terms of hierarchical event-control, the level at
which control is achieved influences intentional binding and sense of agency. Given the importance of
control, we investigated how the amount of control that one can exercise in given situation influences how
participants act in a dynamic fashion. We asked participants to control the perception of a particular stimulus
on screen by using a single key press (change to target stimuli whenever the target changes to a non-target
stimulus on screen). The target and non-target stimuli varied either at the global level or at the local level in
an hierarchical stimulus. We also varied the noise in the environment in terms of time after which the non-
target stimulus appears on screen (mean delay = 1000ms, SD=+100ms or SD=+300ms). Both the
manipulations were blocked, with each block containing 300 continuous trials. At the end of each block,
participant was asked to give a confidence rating for sense of authorship in the preceding block. We
performed two sets of analysis firstly, involved studying the mean reaction time and rating for sense of
authorship. Secondly, we performed a ‘Detrended fluctuation analysis’ (DFA) for the each of the continuous
trial series across all participants. Results suggest that for static measures (mean RT, mean IRI, & authorship
rating) participants show a higher value (faster for RT and IRI) in the low noise condition, but do not show a
change with scope. However, the time-series analysis suggests that scope also plays a role in influencing the
underlying control process. DFA, for RT suggests that there is a greater long-term effect (higher value) in
low noise condition compared to high noise condition, for global level. For local level, there is no difference
between low and high noise conditions. For IRI data, both scope and noise show a main effect, with more
influence of long-term processes for global compared to local blocks, and more influence of long-term
processes for low noise compared to the high noise condition. Results indicate the nature of cognitive
processes dynamically operating in time depend on the level at which information changes.



Distinguishing conceptual from motor decisions

Jens Schwarzbach
Centre for Mind/Brain Science, Trento University, Italy.

Many neurophysiological studies have reported that the same areas show activity during motor planning and
decision making. Does this mean that decisions are made within the same sensorimotor circuits that are
responsible for planning and executing the associated actions? Such an intentional framework rejects the
notion of conceptual decisions that are qualitatively distinct and separated from sensory and motor
information, but it can be argued that the intentional framework has been biased by experiments that require
overt reports, thereby confounding conceptual and motor decisions. I will present recent human imaging
work in which we have attempted to disentangle perceptual decisions from motor decisions (Schwarzbach &
Caramazza, in preparation) by successively presenting two stimuli (S1 and S2) and having participants
perform a two-step task in which a non-motor perceptual decision on S1 determined what participants had to
overtly report about S2.

We found that the BOLD signal increased bilaterally in frontal and parietal areas also in the absence of motor
demands. On the other hand motor areas showed an increase in BOLD only when participants made overt
responses.

Our results show that activity in motor areas reflects the motor decision (preparation and execution) but not
the perceptual decision, while other areas reflect perceptual decisions abstracted from the input domain and
the behavioral output. We argue for the notion that the brain represents conceptual decisions distinct from
sensory and motor information.



The single neuron and prediction errors

Biswa Sengupta, Karl Friston
University College London, United Kingdom.

Adaptive biological behaviour is underwritten by a network of stochastic components, in which information
processing has to contend with dynamical itinerancy and random fluctuations [1]. The computational
repertoire of such a dynamical system is shaped by structural and functional constraints where a multitude of
costs and benefits interact to determine adaptive fitness [2]. Over a number of years, the variational free-
energy principle [3] has been successful in explaining various aspects of this adaptive computational
repertoire i.e., perception, action and learning in the nervous system through a simple idea — the
minimization of prediction errors. In this review talk I will first contextualise the implicit message passing in
cortical hierarchies that underlies perceptual inferences (using simulations of perceptual categorisation and
omission related responses). I will then address the utility of the variational free-energy framework in
understanding computations at the synaptic level. Specifically, we consider (a) What constitutes an effective
dialogue between the pre-synaptic input and the post-synaptic state? (b) How can the principle of least action
equip the synapse with task-specific synaptic learning rules? and (c) How does spike-time dependent
plasticity (STDP) enable a reduction of the pre-post state prediction error?
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Extended Abstract

Summary:

Efficient decision making typically requires optimizing a dual objective:

maximize reward; while minimizing risk. In our risk-based decision making
framework, this dual objective is embodied in a Utility function (U) which is a linear
sum of expected reward or Value, V, and reward variance or Risk, h. Experimental
evidence suggests that the striatum serves as a substrate for value computation
(O'Doherty et al, 2006). In our recent modelling work, we proposed that the striatum
can compute risk also in addition to value, opening up the possibility that the Basal
Ganglia (BG) are capable of risk-based decision making. In that model it was
proposed that the serotonin (SHT) in the striatum can be interpreted as the weighting
factor that combines value and risk terms in the utility function (Priyadharsini et al.,
2012). This novel way of associating SHT to risk based decision making successfully
reconciled the diverse functions of this neuromodulator in reward, punishment, and
risk learning, under a unified framework.
The model of Priyadharsini et al. (2012), which was a lumped model, is currently
expanded into a network model of BG. We show, from theoretical considerations, that
the activity of DIR expressing Medial Spiny Neurons (MSNs) in the striatum
represents value, while the activity of MSNs that co-express DIR and D2R can
represent risk. We propose that serotonergic projections to striatum modulate the
activity of D1-D2 co-expressing neurons, so as to alter risk-sensitivity. The proposed
network model of BG was applied to explain the results from the following cognitive
test beds: 1) a stochastic two armed bandit problem of bee foraging (Real et al, 1981),
and 2) a reward learning study on healthy controls and Parkinson's Disease (PD)
patients by Bodi et al. (2009) showing an increased reward sensitivity in the recently
medicated patients, whereas an increased punishment sensitivity in the never-
medicated PD patients.

Introduction:

Decision making in Reinforcement Learning (RL) involves maximization of
the rewards obtained. When these rewards are uncertain, the optimal policy should
seek to minimize the variances in the reward (also termed as risk), while maximizing
the mean of the rewards received on executing an action [1]. In risk-based decision
making, this composite aim is achieved by combining the mean reward (Value) and
reward variance (Risk) in a single function known as the Utility function [2]. A group
of nuclei in the midbrain called the Basal Ganglia (BG) are functionally capable of
performing this task of risk based decision making [3] through RL [4]. BG dynamics



affect the action selection through direct pathway (DP) or indirect pathway (IP) [5] —
the terms DP and IP notify the method by which BG influences the cortical activity
that eventually controls action execution. The direct influence of the striatum (nucleus
that is the major input port of BG) on Globus Pallidus interna (GPi: nucleus that is the
output port of BG) is known as DP; whereas the indirect influence of the striatum
through Globus Pallidus externa - Subthalamic nucleus (GPe-STN) on GPi is known
as IP. Neuromodulators such as dopamine (DA) and serotonin play key roles in BG's
action selection dynamics.

Serotonin is known to influence risk based decision making — On reducing the level of
brain tryptophan (a serotonin precursor) risky choices are more preferred to safe
choices [6, 7]. In our earlier work [8], we have proposed that the role of serotonin in
BG can be interpreted as the weighting factor that combines value and risk in utility
function. The model of [8] was able to explain the some of the divergent roles of
serotonin in punishment sensitivity, time scale of reward prediction, and risk
sensitivity, and combine them in a single framework. In that model, dopamine (DA)
was interpreted as Temporal Difference error (J) consistent with its interpretation in
actor-critic models of BG [4]. The model of [8] was a lumped model that did not
concern with mapping the various components of the model to biological
counterparts. In this work we present a network model of BG, cast within an
expanded Reinforcement Learning (RL) framework. This network model of BG is
tested on various tasks, to prove its efficiency in modelling dopamine and serotonin
regulated risk based decision making.

Methods:

In the proposed model (schema in Fig. 1), the value (V) function (Eqn. 1a) is
related to the activity of the D1 receptor (R) expressing medium spiny neurons (MSN)
in the striatum; and the risk (h) function (Eqn. 1b) to the activity of the D1R and D2R
coexpressing (D1R-D2R) MSNs. The utility (U) function [8] is then built as a
combination of value and serotonin modulated risk function (Eqn. 1c) in which the
serotonin is represented by the parameter a. In the equations, x(s,a;) denotes the
cortical input representing a selection function for state (represented by s) and action
(a) at time (¢); and Wpipopip2 represents the synaptic weight associated with the
DI1R, D2R and DID2R expressing MSNs respectively. The response of each MSN
(D1/D2/D1D2)R is characterised by its gain function (Api/p2pip2) (Fig. 2), which we
assume is modulated by striatal dopamine, dy (Eqn. 2). We represent the gain function
of DIR neurons as an increasing sigmoid of Jy (Eqn. 3a), whereas for the D2R
neurons it is a decreasing sigmoid function of dyv (Eqn. 3b). DIR-D2R co-expressing
neurons are proposed to have an even gain function (Fig. 2), which combines the gain
functions of D1R and D2R expressing neurons (Eqn. 3c).

The D1R MSNs in the model project via DP (whose activity is denoted by xpp — Eqn.
4), and the sum of D2R and the serotonin-modulated D1R-D2R MSNs activity project
(xip — Eqn. 5) through IP. The GPe-STN dynamics for input xjp is provided by Eqn. 7.
The action selection happens in the GPi (Eqn. 8a) by following GEN (Go-Explore-
NoGo) policy that is dependent on the change in utility function (dy: Eqn. 6) as
opposed to our previous works of using dv [5, 9, 10]. Representing the final activity of
each pathway as a product of respective Apip2 (dy) and the weights of each pathway
(Ap1*Wpi*x(s,a) for DP, and Ap,* Vs for IP) at the GP; ensures that the higher value
of dy drives the hill-climbing on the utility function by choosing the same action
selected at the previous time-step of the input (x) presentation ('Go' dynamics). The
lesser value of Jdy does the opposite by withholding from choosing any actions



('NoGo' dynamics). The intermediary values of dy result in exploration of action space
('"Explore' dynamics). It is assumed that the connections between GPi (Eqn. 8a) and
thalamus (Eqn. 8b) are Inhibitory. The activity in thalamus is taken to be simply the
negative of that seen in GPi (Eqn. 8). The action possessing the maximum xrp, 1S
taken to be selected (Eqn. 8b). Here wsyy.gp; denotes the weight of the synaptic
connection between STN and GPi, and 7 is a time constant.
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Results:

This approach has been able to successfully model key properties of risk based
decision making, in a stochastic two armed bandit framework. One such behavior that
is captured by our network model is the non-linearity in action selection seen in
humans — risk aversive in the case of rewarding outcomes and risk seeking in the case
of punitive outcomes [11] (Fig. 3). The network model also explains the risk sensitive
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Figure 3: The probability of choosing the
safe reward 1is plotted against «
(representing serotonin) in rewarding and
punitive cases. In the rewarding case, safe
reward: [r = 1; p = 1], risky reward: [r =2
with a p = 0.5, else r = 0]. Similarly in the

punitive case, safe reward: [r = -1; p = 1],
risky reward: [r =-2 withap =0.5, else r
= 0] (here 'r' denotes reward and 'p'
denotes probability).

nature of the bees in a foraging task [12] (Fig. 4). Further, we modelled a reward
learning study on healthy controls and PD patients by Bodi et al. (2009). In this
model, the never-medicated condition was implemented by limiting Jv in Eqn. 2; and
the recently-medicated condition by a constant (>1) multiplicative factor to dy. The
model reproduces the main experimental results (Fig. 5) viz., increased reward
sensitivity in the recently medicated, while there is an increased punishment
sensitivity in the never medicated PD patients [13].

Finally, we propose that our network model can help us understand the effect of
dopamine and serotonin on the BG dynamics, in controls and PD condition, since it
takes into account the neurological correlates for the lumped model [8] through the
striatal (D1R, D2R, D1D2R MSN) cellular correlate properties present naturally. This
model could be applied to understand the BG-dopamine and serotonin related
cognitive and emotional disorders including impulsivity, anxiety, depression,
schizophrenia and bipolar disorder.

Keywords: Decision making, Reinforcement learning, Basal Ganglia, Striatum,
Dopamine, Serotonin, Value, Risk, reward, punishment.
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Role of STN-GPe in Decision Making: A 2D Spiking Neural Network Model

Alekhya Mandali, Srinivasa Chakravarthy V
IIT Madras.

Imagine yourself in a new restaurant looking at the menu card wondering which dish to order. The card lists many
different dishes: some of them you know are good, and others you have no idea about. In other words you have
two fundamentally different options where one is to order your favorite dish, play it safe and the other is to try
something new. How do our minds go about making a decision in this scenario?

The above mentioned example illustrates the classical exploration-exploitation scenario in reinforcement learning
(RL), a type of learning shaped by rewards/punishments. Choosing an action that is known to be rewarding is
called as exploitation while trying out something new is called exploration. It is by exploring and exploiting that
we learn to choose our actions, such that the overall reward is maximized. The curiosity among neuroscientists to
discover the neural substrates of exploration and exploitation revealed that areas in fronto-polar cortex and intra-
parietal cortex are active during exploratory, while the ventromedial prefrontal cortex is active during exploitative
actions. Furthermore, at sub-cortical level the ventral part of the striatum, a key nucleus in the Basal Ganglia (BG)
circuit was also active during exploitative actions. A de-cerebrate animal is capable of exhibiting exploratory
behavior, hence we expected the presence of a subcortical exploratory area as a counterpart to its cortical version.
We proposed earlier that the subcortical neural correlate of exploration is the part of BG consisting of Sub-
Thalamic Nucleus (STN) and Global Pallidus externa (GPe). The STN-GPe system being an excitatory-inhibitory
network can generate complex and neural activity patterns, a dynamical feature that is suited for exploration.

Using a series of computational models, we had earlier shown that the STN-GPe system can drive exploratory
behavior and instantiated this notion by modeling the role of BG in a variety of functions including spatial
navigation, reaching, gait and precision grip. But the neural models used in our previous computational BG
models consisted of lumped models or abstract rate-coded neuron models. The current BG network is modeled
using Izhikevich 2D neuron model, which displays properties of biological neurons. The network model consists
of the striatum, GPe, STN, Globus Pallidus interna (GPi) each consisting of 50x50 neurons arranged in 2D lattice.
We also modeled a part of thalamus (as an integrator) where action selection is thought to take place.

Parameters in the model were chosen such that the simulated neuron properties were close to biological ones.
Synaptic connections, both excitatory and inhibitory were modeled as an exponential decay with decay constants
(GABA, NMDA and AMPA receptors) taken from experimental studies. Excitatory (glutamatergic, AMPA and
NMDA) synapses were modeled between STN-GPe & STN-GPi and inhibitory (GABAergic) synapses between
striatum-GPe and striatum-GPi. The cortico-striatal connections in the model were trained using RL, modulated
by the nigrostriatal dopamine signal.

The aforementioned spiking neuron network of BG is applied to an n-armed bandit problem considered in the
functional imaging study of Daw et al 2006, used to investigate the neural substrates of exploration. In this task,
the subjects were presented with 4 arms and asked to select an arm that gives maximum reward in each trial. The
reward associated with each arm was drawn from a Gaussian distribution with a definite mean and variance. To
select an arm in a trial, subjects must have an internal representation of each arm and their associated rewards.
So,the authors of Daw et al 2006 used soft-max model to predict if the subject is exploring or exploiting. A
parameter ‘B’ in the model was used to account for the exploration levels among the subjects.

We compared the performance of the proposed BG model with preexisting behavioral model(soft-max model).
The comparison revealed that the exploration parameter ‘B’ from the behavioral model is analogous to the
synaptic strength from STN to GPi (WSTN - GPi). This weight indicates the dominance of exploration, arising
from STN-GPe network, over exploitation that is mainly supported by the striatal projections to GPi. Higher the
weight (WSTN — GPi) more would be exploration. The results (% exploitation) obtained from Izhikevich BG
model were comparable to soft-max model, which is known to explain the experimental results.



Modeling Choices at the Individual Level in Decisions from Information
Search

Neha Sharmd and Varun Dutt?

! School of Computing & Electrical Engineering, Indian Institute of Technolkigydi
2School of Computing and Electrical Engineering, School of HumanitiésSacial Sciences, Indian Institute
of Technology, Mandi
*Academic Block, Paddal Ground, Indian Institute of Technology, Mahiéb001, H.P, India
neha_sharma@students.iitmandi.ac.in

ABSTRACT

Information search before making a consequential choice is a practice we commonly follow
in our daily life. For example, we try clothes before dressing for a partywanthste
different wines in a wine-tasting before deciding on what to buy. The act of searching for
information before making a consequential choice has been studied in the laboratory using
the sampling paradigm (Gonzalez & Dutt, 2011; Hertwig et al., 2004).

In the sampling paradigmrespondents are presented with gambles with two options, risky
and safe (represented by two blank buttons). The risky option has two outcomes, high and
low, with a probability distribution that is unknown to the respondents. The safe option, in
constrast, gives a constant outcome with a probability = 1.0 (the respondents do not know this
probability). During information search, the respondents can sample both options by pressing
on either of the two buttons as many times as they want to and in any order the\Edesire

click of a button reveals an outcome that is generated using the underlying probability
distribution. Once respondents are satisfied with their sampling, they are asked to make one
final consequential choice. Popular models of human choice in the sampling paradigm have
so far been used to predict the final choice aggregated across participants (Sharma & Dutt, in
press). For example, according to Sharma and Dutt (in press), the Primed-Sampler (PS)
model(Hertwig,2011), the Natural-Mean Heuristic (NMH) model(Hertwig & Plesac,2010)
and the Instance-Based Learning (IBL) model(Gonzalez & Dutt,2011) are popular algorithms
for explaining aggregate choices. However, this aggregation does not explain how individual
participants search for information and consequently choose one of the options. Here, we test
the ability of the three computational models of aggregate choice to explain individual
choices after information search.

The PS model depends upon the recency of sampled information, where the model looks
back a few samples on each option before making a final choice. On the other hand, the
NMH model is a generic case of the PS model. In this model, one calculates the natural mean
of outcomes observed on each option during sampling, making a final choice for the option
with a larger natural mean. Similarly, the IBL model consists of experiences (called
instances) stored in memory. Each instance’s activation is a function of the frequency and

recency of the corresponding outcomes observed during sampling in different options. These
activations are used to calculate the blended values for each option, where the option with the
highest blended value is the one chosen at final choice.



In order to compare human and model choices at the individual level, we consider
“observatios” in the data. An observation is a participant playing a gamble in a datase¢. W
evaluate an “error ratio” (i.e., the ratio of incorrectly classified final choices between model

and human observations divided by the total number of observations). Firstly, for each
observation in human data, we determine the final choice (risky or safe). A similar final
choice is then derived for a model observation by exposing the model to the way humans
sampled information. This derived choice is then compared to the choice made by the
corresponding human observation. The final choices from each of the three models is
simulated for 2,370 observations and then compared to the same number of human
observations in the largest publically available dataset in the sampling paradigm (the
Technion Prediction Tournament dataset). For a model, the error-ratio is calculated as:

Error Ratio = (RS+SR)/ (RS+SR+RR+SS)

Where, RS was the number of observations where the model predicted a safe choice but
the human made a risky choice. SR was the number of observations where thhe mode
predicted a risky choice but human made a safe choice. Similarly, the RR and SS were the
number of observations, where a model predicted the same choice (risky or safe) as made by
a human observation in human data. The smaller the value of the error ratio, the more
accurate is a model in accounting for individual choices of human participants. For some
observations, a model was equally likely to choose a safe or a risky choice. Sucherases w
discarded from the error ratio calculation and were termed as uncategorized (UN) cases.
Thus, more are the number of uncategorized cases; the poorer is the corresponding model’s
algorithm in accounting for the size of human data.

Our results from model simulation show that the NMH model performs best at accounting
for the individual choice and it is followed by the PS and IBL models (see error ratio in Table
1). However, both the PS and NMH models also have 26 and 33 UN cases compared to O
such cases from the IBL model. These UN cases decrease the efficiency of the NMH and PS
models.

Table 1. Summary of results from the three DFE models.

Model Parameters UN Observations | Error ratio
PS N=17 26 0.173
NMH - 33 0.161
IBL d=9.42,6=0.32 00 0.255

Up to recently, literature in judgment and decision making had compared models by
evaluating their performance at the aggregate level. In such comparisons, the average risk-
taking from the model was compared to the average risk-taking from human data. However,
we compared a model’s performance at the individual participant level. We find that that the

top three models of aggregate choice are able to account for individual choicesogptéim

extent (error ~ 15% to 25%). Our immediate future research in this area will be to
investigate the reasons for the errors from models in more detail and to improve model
algorithms to achive greater accuracy.

Keywords: Instance-Based Learning, Natural-Mean Heuristic, sampling, choice, decision
making, cognitive models.
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Social Influence on Evolution of Cooperation

Balaraju Battu, VS Chandrashekar Pammi, Narayanan Srinivasan
Center for Behavioural and Cognitive Sciences, Allahabad.

Evolution of cooperation based on social information is interesting because many social decisions such as to
cooperate or defect in public good games are influenced by a number of decisions already made by other
individuals and how the information about these decisions is transmitted via social interactions. However
social information is noisy; this might be because of the transmission fidelity of information or limited
cognitive capacities of individuals. In case of uncertainty, individuals use probabilistic information to decide
about cooperation rather than cooperate or defect with certainty. To understand the evolution of cooperative
strategies, we consider a population consisting of unconditional cooperators, unconditional defectors, and
social actors. Unconditional cooperators always cooperate and unconditional defectors always defect
according to their behavioral types and their decisions do not dependent on population composition. Social
actors are the individuals who either cooperate or defect according to social information they acquired
through social interactions. The social actors’ decisions are dependent on the composition of population and
reliability of information they receive. Here we present the evolutionary dynamics of cooperative strategies
that are based on social information in the presence of pure defectors and cooperators. To calculate
probability estimates of social information, we present a mathematical model based on Bayesian decision
making, which allows us to compute probability estimates of cooperative strategies based on available
information and social structure.

In this model, in a given round, each individual acts as donor and recipient at once. The donor can cooperate
and help the recipient at a cost ¢ to himself, in which case recipient receives a benefit of value b (with b>c).
If the donor decides not to help, both individuals receive zero pay-off. Unconditional cooperator cooperates
as donor and unconditional defector defects as donor with all other individuals. Whereas social actors use
social information in their cooperative strategies against social actors and they cooperate with cooperators
and defect with defectors. Social actors compute a decision rule based on Bayesian estimation, which uses
the information of unconditional cooperators and defectors in the composition of the population at the time
of decision. To capture uncertainty of information, we introduced a reliability parameter, R, which controls
the reliability of social information. The parameter quantifies the probability that a cooperator knows as
cooperator and defector knows as defector. By using population composition and reliability parameter, we
compute cooperative probabilities of social actors. Individuals in the game interact according to the standard
iterated Prisoners Dilemma (IPD), after each generation strategies are updated according to the payoff gained
in that generation. The fitness of a player is given by the total number of points gained in the game. At the
end of each generation, players leave offspring in proportion to their fitness relative to the population fitness.
The standard replicator dynamics is used to update strategies after generation.

By varying population structure, that is by varying the number of different category of individuals and by
varying the reliability of information, we studied evolution of different strategies by using replicator
dynamics. For R >1, probability of cooperation represents true composition of population, for R < 1
probability of cooperation does not represent the population composition and for R = 1 there is no
information known about population structure. We study dynamics of cooperative strategies in the following
conditions: (1) When the number of cooperators, defectors, and social actors are the same. In this case, for
R>1 and R<1, the system reached unique equilibrium with the social actors strategy. (2) When the number of
cooperators is more than the other two, for this case, R >1 there exists a mixed strategy with unconditional
cooperators and social actors and for R<1 system reaches unique social actors’ strategy. (3) When the
number of defectors is more than the other two, for R>1 there exists a unique equilibrium of social actors
strategy and for R<1 there exists a mixed equilibrium strategy of cooperators and social actors. (4) When the
number of social actors are more than the other two, for R >1, there exists a unique equilibrium for social
actors strategy, and, for R<1, there exists a mixed equilibrium strategy of social actors and cooperators. The
above four conditions the s values are positive and finite numbers. In the case of very large positive value of
R (R = Infinite), i.e., perfect information scenario, there is an interesting dynamics take place. If number of



social actors more than the sum of other two and with cooperators more than defectors, the dynamics reach
to mixed strategy of social actors and cooperators, whereas, interestingly, for the number of defectors more
than number of cooperators there exists a mixed strategy of social actors and defectors.
Unlike standard results reported in the evolutionary models of cooperation, our simulations revealed stable
strategies for unconditional cooperators. The existence of these strategies could possibly due to the presence
of altruism in the population when social information is available and used by a sub-set of the population
(social actors).



Global-local processing is influenced by irrelevant emotional processing: An ERP study using the odd ball
paradigm

Narayanan Srinivasan and Shashikanta Tarai
Centre of Behavioural and Cognitive Sciences, University of Allahabad, Allahabad

Recent studies have begun emphasizing the close and reciprocal relationship between emotion and attention.
We have earlier shown that distributed attention or global processing is linked with happy emotion
recognition and focused attention or local processing with sad emotion recognition. Happy faces presented
on the background are identified better than sad faces presented on the background when people performed
global processing. The effect reverses with local processing where face identification is better with sad faces
presented on the background. So far, we do not have a clear picture of the neural mechanisms involved in
this link between scope of attention and emotion perception.

Hence, we performed an event-related potential (ERP) study in which we manipulated the scope of
attention using hierarchical letter stimuli and emotional content of the face (happy or sad) in the background.
We also manipulated the frequency of occurrence of the emotional content when participants performed
global or local processing. In each block, one emotional face (frequent) was presented 80% of the time and
the other one (deviant) 20% of the time. There were two global and two local processing blocks. We
expected interaction between global-local processing and emotional content. We also expected that there
would be frequency effect for happy faces in the global condition and sad faces in the local condition.
Nineteen volunteers participated in the experiment. Each block contained 300 trials and a total of 1200 trials
in the experiment. Each stimulus was presented for 200 ms with an inter-stimulus interval range between 500
and 700ms jitter time for a fixation. Participants identified target numbers (“6” or “9”) that appeared at the
global or local levels, while ignoring the irrelevant emotional face on the background. We analyzed the ERP
waveforms for the target local and global stimuli, focusing on early P100 (66-150), the late P300a (215-
315ms) and P300b (315-370ms) components especially at the anterior frontal, prefrontal, frontal, central and
centro-parietal regions.

Our ERP results indicated a significant main effect of emotion revealing higher amplitude in the sad
face condition compared to the happy face condition in the P100 component at the prefrontal, anterior-frontal
and frontal regions. In this early component, the main effect of the scope of attention was significant in
centro-parietal region yielding higher amplitude for local than the global scope of attention. Significant
interaction between the scope of attention and the emotion was present in the early P1 component at the
centro-parietal midline electrode (Cpz); amplitudes were higher for happy-local and sad-global compared to
happy-global and sad-local conditions respectively.

The three way interaction between the scope of attention, emotional expression and the frequency of
occurrence was significant with the late component of P300b (315-370ms), showing a significant difference
between frequent and deviant conditions for the global-happy condition in the frontal region. The difference
between frequent and deviant conditions for the local-sad condition was significant only in the right
hemispheric anterior-frontal regions.

Our ERP results suggest that the changes in scope of visual attention during global and local
processing occur much earlier (i.e., P100) than the N1 component, which has been indexed in previous
studies. For the first time, our results documented neural indicators for an interaction effect between the
scope of attention and emotional expressions. The results provide not only neural evidence for the link
between scope of attention and emotions but also for the time course of those interaction effects.



The Perception of Emotion in Eastern Music: A Study on North Indian Classical Ragas

Avantika Mathur, Nandini Chatterjee Singh
National Brain Research Center, Gurgaon.

It has been well documented in ancient literature of India that Ragas or a specific combination of notes are
capable of evoking distinct emotions but very few attempts have been made to investigate this phenomenon.
The primary objective of this study was to conduct a behavioural survey to investigate emotional responses
to different North Indian Classical ragas. It had three objectives (1) to characterize emotional responses
across different ragas and to compare responses across different cultural populations (2) to compare
emotional responses across two primary presentation modes namely alaap and gat. Alaap is a slow
arrhythmic composition while gat is faster and rhythmic. (3) to study the effect of tonality on emotional
responses.

Three minute instrumental renditions of twelve ragas composed in alaap and gat were digitally recorded by a
professional musician on sarod (a stringed musical instrument). Ragas were chosen to induce both positive
and plaintive emotional states. Participants listened to excerpts online (http://emotion-in-
music.nbrc.ac.in/p1/) and rated each piece on a four point Likert scale for eight emotions belonging to
positive and plaintive categories namely: happy, romantic, devotional, calm, angry, yearning, restless and
sad. Emotional responses from 251 participants (Indians-55.8%, Non-Indians-43.8%) were analysed. Our
results indicate (1) a robust positive correlation between intended and perceived emotion of the raga that was
independent of culture. (2) An effect of rhythm on emotional ratings. For instance, responses of ragas that
were rated as ‘calm’ during Alaap shifted to ‘Happy’ when played in Gat. Similarly, ragas rated as ‘sad’ in
Alaap shifted to “Yearning’ or ‘Restless’ in Gat. 3) The presence of specific major and minor pitch intervals
was predictive of positive and plaintive responses. The percent mean frequency of occurrence of major sixth
(shuddh dha) and major seventh (shuddh Ni) explained 64% of variance for ‘happy’ responses while that of
minor second (komal Re) and minor sixth (komal dha) explained 79% of variance for ‘sad’ responses. Our
results therefore suggest that both rhythm and tonality influence emotional response to North Indian
Classical ragas.



Scope of Attention Modulates Outcome Processing in Decision Making Under Risk: An ERP Investigation
on Medial-frontal Negativity

Debarati Bandhopadhyay, Narayanan Srinivasan, VS Chandrashekar Pammi
Center for Behavioural and Cognitive Sciences, Allahabad.

Recent literature has emphasized the influence of scope of attention on various cognitive and affective
processes including emotions and decision making. The studies, in general, point towards a putative link
between emotion and scope of attention. Identification of happy faces or positive emotions is associated with
global processing and that of sad faces or negative emotions is associated with local processing. Emotions
which are irrelevant to decision making task, have also been found to affect choices and post-choice
experience. Given that incidental emotions influence post-decision processes, we investigated the influence
of scope of attention on such post-decision processes. Earlier ERP studies have shown larger amplitude of
medial frontal negativity (MFN) in fronto-central region for losses compared to gains. In addition, our
previous ERP experiments, using similar gambling paradigm, showed that incidental happy/pleasant
emotions modulate the post-decision experience compared to neutral and sad/unpleasant emotions. We found
that the MFN amplitude difference between loss and gain to be modulated by happy/pleasant context, but not
by neutral and sad/unpleasant contexts. In the current study, we conducted an ERP experiment to explore
how scope of attention (global and local) influences the affective experience (regret/rejoice) of the outcome
(loss or gain) in a gambling task. Based on our earlier findings and the link between global-local processing,
we expected a significant interaction between scope of attention and outcome with respect to MFN amplitude
in the medial-frontal area. We specifically expected a greater MFN amplitude difference between win and
loss for global processing style compared to local processing style. We adopted a modified regret paradigm
with monetary incentives. Scope of attention was manipulated using hierarchical stimuli (either H or S),
which appeared for a short duration between two gambles presented in 2AFC. Participants had to select one
of the gambles after which they were shown the outcome of the chosen and the non-chosen gambles. After
that, participants were asked to rate their experience on a scale ranging from -15 to +15. At the end of each
trial, participants were asked to report the identity of the hierarchical stimuli (H or S) either at global or local
level. The ratings revealed a significant effect of outcome, with rejoice ratings being significantly higher in
magnitude compared to regret ratings. ERP analysis was performed on the 300-340ms time window from the
onset of revealed outcomes. The mean amplitudes for MFN at Fz showed a significant effect of outcome
with larger amplitude for loss compared to gain. The interaction between scope of attention and outcome was
also significant at Fz. Post hoc results showed significantly larger amplitude for loss compared to win for the
global condition. Studies have speculated that mechanisms for happy emotion and global level of processing
share common resources. The results from the current study for global level of processing match our earlier
results which show similar MFN activity for outcome experience in happy/pleasant emotional context. We
suggest that the global scope of attention increases the expectation of gain from the outcome which leads to a
higher negative reward prediction error for loss and lower positive reward prediction error for gain in global
compared to local condition.



ERP Correlates of Task Relevant Affective Conflict Monitoring and Adaptation

Bhoomika Kar, Narayanan Srinivasan, Richa Nigam
Center for Behavioural and Cognitive Sciences, Allahabad.

Most of the research on affective conflict monitoring and adaptation has focused on the dissociation of
cognitive and affective control processes. While previous studies have indicated that proactive control
processes could be modulated by task irrelevant emotional stimuli, there is still no evidence of proactive
control with task relevant emotional stimuli and whether it would vary across emotions. Secondly, since the
adaptation effects have been extracted as a function of previous trial effect it would be interesting to look at
the temporal dynamics of this effect by using EEG/ERP. ERP studies on conflict adaptation have
demonstrated changes in latency and amplitudes correlated with the reduction in Stroop effect as a function
of proactive control. However, so far ERP studies on affective conflict adaptation have not been attempted
due to the small magnitude of such effects. We examined proactive control effects in the context of task
relevant positive and negative facial expressions as a function of previous and current trial congruence on a
face-word Stroop task. Participants identified the facial expression, happy or sad in experiment 1 and happy
or angry in experiment 2 expressed by a face that either contained the word happy/sad or happy/angry. Mean
reaction times and ERP amplitudes were analyzed to look at the interaction among target emotion, current
trial congruence, previous trial congruence, and previous trial emotion. We found a stronger conflict
adaptation effect for sad faces as a function of previous trial emotion whereas it was comparable with happy
facial expressions when analyzed as a function of previous trial congruence. These effects were found to be
completely reversed for angry facial expressions when compared to happy expression. We also observed a
greater reduction in ERP amplitudes of the N200 component at the FCZ electrode site on high conflict trials
for negative emotions as compared to positive emotion suggesting stronger conflict adaptation effect for sad
and angry faces. N200 not only depicts conflict monitoring but also adjustment in control. Proactive control
seems to be more successful with sad/angry faces. In addition, both arousal and valence might be important
to understand the interaction between emotions and proactive control. Moreover, previous studies based on
task irrelevant emotional stimuli have shown that negative emotions impair conflict driven control, though
we find that task relevant negative emotions seem to influence proactive control mechanisms.



Effect of proficiency on the proactive inhibitory control among Hindi-English bilinguals: An ERP study

Jay Prakash Singh, Bhoomika Kar
Center for Behavioural and Cognitive Sciences, Allahabad.

Cognitive control is required to maintain goal oriented behavior. Reactive and proactive modes of control aid
in avoiding interference or undesirable responses in order to accomplish a goal. Studies have demonstrated
executive control advantage among bilinguals as compared to monolinguals as well as a function of second
language proficiency using various control tasks. A few studies have also looked at response inhibition and
goal oriented behavior among bilinguals as compared to monolinguals. However, preparation for goal
oriented behavior in the face of response conflict in terms of the activation of proactive control mechanisms
as a function of proficiency is yet to be well understood. We compared Hindi-English high proficient and
low proficient bilinguals on a cued Go/No-Go task using behavioural and ERP data. Proficiency was
assessed using the language background questionnaire, LEXTALE in English and picture naming and picture
description tasks. We hypothesized that high proficient bilinguals would show greater involvement of
proactive control on a goal oriented cognitive control task in comparison to low proficient bilinguals and
high amplitude in N200 component for high proficient bilingual. It was expected that the two groups would
show a difference in reaction times and ERP amplitudes as a function of the proportion of Go/No-go trials
and cue suggesting the likelihood of the occurrence of the go/no-go trials. EEG/ERP was recorded using the
128 channel EEG system (EGI). Modulations in the amplitudes and latencies of the N200 components were
analyzed as a function of cue and probability of Go/No-Go trials. Reaction times were compared for ‘Go’
trials across three probability conditions (proportion of Go/No-Go trials) and two cue types (certain cue and
ambiguous cue) between high and low proficient bilinguals. High proficient bilinguals were generally faster
than low proficient bilinguals. Both high and low proficient groups performed differently across the three
probability conditions and for both cue types. The interaction between group and cue type showed a trend of
significance. ERP data was analyzed to look at the changes in amplitude and latency of the N200 component
at frontal and frontal central sites which showed a significant interaction between proficiency and probability
of Go trials as well as between proficiency and cue. High proficient bilinguals showed larger amplitudes for
the N200 component for the go trials for the ambiguous cue type and when the probability of No-go trials
was less as compared to the trials with higher probability for No-go trials. In addition, under the high
monitoring condition with equal probability of go and No-go trials high proficient bilinguals showed greater
N200 amplitudes as compared to low proficient bilinguals. These results indicate that high proficient
bilinguals may show a greater involvement of the proactive control mechanisms in the face of uncertainty
and in case of high monitoring condition.



Effect of Language Proficiency on the Processing Cost associated with
Language Switching
Mishra Khushboo Ashok Kumar*, H. S. Asthana**, I. L. Singh**

Department of Psychology,
B.H.U., Varanasi.
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Language switching has become an inevitable ingredient of bilingual discourse. Recent experimental
studies have provided an insight into the co-activation and interaction of two languages among
bilinguals’. Inhibitory Control Model (Green, 1998), postulates that this co-activation results in a
competition across languages. Thus, in order to resolve this competition one of the two languages ha:
to be inhibited. The decision as which language will be inhibited lies on the will of the speaker or the
contextual cues. Switching from one language to other involves some amount of cognitive cost in
terms of increased reaction time and error rate in comparison to monolingual condition. In addition
dominance in a particular language plays a crucial role in the profile of cognitive cost associated with
language switching. Studies have also found that when the native language dominant $ilingual
switch from native (dominant) language to a non-native (less dominant) language, they require less
time than switching from non-native language to their native language. Further, studies have also
addressed the problem of balanced bilingualism in this context. These studies report less
asymmetrical profile in the context of language switching amongst them. Previous studies assessec
language dominance in terms of self-rated proficiency in both of the languages. However, many other
latent factors may affect the proficiency in a particular language such as frequency of uaage of
language in day to day living and confidence in a particular language. The present studly iat

take into account not only the participants self-rating on the reading, writing, speaking, and
comprehension but also on the confidence in speaking and understanding and frequency of usage of

particular language.

Hypotheses:
1. Hindi dominant bilinguals would require more cognitive cost in backward switching (English
to Hindi) in comparison to forward switching (Hindi to English).
2. Balanced bilinguals would not differ in terms of the cognitive cost in both forward and

backward switching.

*Research Scholar
**Professor



Method:

Sixteen bilinguals with age range of 23 to 28 years participated in the study. The participants
were assessed on thanguage Self-Evaluation Scale (LSES)This scale requires participants to
rate their proficiency not only on the various aspects of language (like reading, writing, verbal and
comprehension) in general, but also in varied day to day activities. LSES also provides subjective
rating on the frequency on language usage by the participants, in various cdbbexsRicture-
naming task was used to examine the cognitive cost associated with language switching. The task
was developed using Superlab Software version 4. Cedrus voice key was used to record the voice
onset reaction time (VoRT) of the participants. The audio file of the responses were also maintained
using an external microphone in order to later check the accuracy of the response. The stimulus
involved ten line drawings which were to be named by the participants on the basis of the language
cues. In the task, a single trial constituted of a fixation cross, then the language cue, which could be

either et or say was followed by the presentation of a line drawing. The participant was required to
name the picture as soon as it was flashed over the computer screen. When #igiwead flashed

the participant were required to name the line drawing in Hindi while when the word say was flashed

the participant were required to name the picture in English . The picture disappeared from the

computer screen as soon as the participant responded to it. After the participant responded to the
picture, a blank screen was flashed over the computer screen. The whole experiment involved 60C
trials. The participants were provided short rest pause of five sec after ef’arja@nd a long rest

pause of 30 sec after every Saeial.

The Pictorial description of the task is depicted below:

Fixation, for 200 ms

Language Cue, for a period of 300 ms

say

Target stimulus, for a period of 3000 ms
?ﬁl’ or until the participant respondstoit.

Blank Screen, fora period of 100 ms

Fixation, for 200 ms

Language Cue, fora
e period of 300 ms

Target stimulus,

for a period of
3000 ms or until
the participant
respondstoit.



Design:

A 2 (Proficiency: Hindi dominant bilinguals and Balanced bilingual®) (Transition: Hindi

to Endish English to Hindi) mixed factorial design with repeated measures on the last factor was

employed.

Results:

Table 1: Mean andSD of Hindi dominant and balanced bilingualsagainst transition

Transition

Proficiency

Forward Switching
Mean (SD)

Backward Switching
Mean (SD)

Hindi dominant bilinguals

854.32 (52.45)

931.30 (95.54)

Balanced bilinguals

1005.11 (101.16)

1098.14 (159.26)

Figure 1: Mean reaction time of Hindi dominant and balanced bilingualsagainst transition
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The main effect of proficiency yielded an F ratio of F (1, 7) = 9.481, p = .018, indicating that
the mean change score was significantly greater for balanced bilingual groud{®1.63, SB=
113.43) than for Hindi dominant bilinguals (M = 892.81, SD = 73.12). The main effect of Transition
yieldedanF ratio of F (1, 7) = 13.974, p = .007, indicating that the mean change score was
significantly higher in the backward switching (M= 1014.72, SD = 76.21) than in the forward
switching (M = 929.72SD = 61.89). The interaction effect was non-significant, F (1, 7) = 0.0%5, p

0.79. Further, t test revealed significant effect of transition for the Hindi proficient bilinguals (t

4.468, df = 7, p= .003) but not for balanced bilinguals (t = 1.873, df =7, p =).103




Discussion:

The present study examined the effect of language proficiency on the processing cost
associated with language switching. The results clearly indicate significant mean difference of
backward and forward switching among Hindi dominant participants. This finding supports the first
hypothesis which stated that Hindi dominant bilinguals will require more cognitive cost in backward
switching in comparison to forward switching.

Results further reveal that the mean difference was found non-significant in the case of
balanced bilinguals and support the second hypothesis that there will be no significant difference
amongst balanced bilinguals in the cognitive cost in forward and backward switching. However
balanced bilinguals required more reaction time in backward switching (M =1098.témpared to
its counterpart forward switching (M1005.11). Thus further research is required in this context.

Overall, the findings of this study clearly indicate that language proficiency does play a
crucial role in the context of language switching. Also, higher proficiency in a particular language

results in asymmetry in the switching profile.



Neural Correlates of Language Proficiency in Trilinguals: An fMRI Study

Keerthi Ramanujan, Shweta Soni, Nandini Chatterjee Singh
National Brain Research Center, Gurgaon.

Multilingualism is a unique condition in which the brain accommodates and assimilates more than one
language. Housing multiple languages within one system raises many interesting speculations regarding its
consequences. Past literature on the organisation of multiple languages in the brain has been mixed. While
some neuroimaging studies have indicated the recruitment of common neural substrates across two
(Abutalebi, 2008; Chee, Tan, & Thiel, 1999), and three languages (Videossott et al; 2010), other studies have
reported anatomically distinct activations for native versus later learnt languages (Kim, Relkin, Lee, &
Hirsch, 1997). These differences in recruitment of cognitive resources in multilinguals have often been
attributed to differential proficiency in .1 and L2 (Perani & Abutalebi, 2005).

Using a picture naming task in three languages, the present study investigated how language proficiency
modulates brain activity in multilinguals. A homogeneous sample of 22 right-handed trilinguals varying in
age of acquisition in three languages were selected for the study. Participants were native speakers of Bengali
(L1),who had acquired English (L2) at age 5, and Hindi (L3) at age 12. Their language background and
usage was assessed and verified using an in-house questionnaire. We obtained their proficiency in each
language by subjective proficiency ratings on a ten point scale (1= least proficient, 10= highest proficiency)
and then objectively assessed the same on the basis of accuracy scores on a constrained word production
task. Results of the task revealed highest accuracy in Bengali (85%, SD= 1.75) and similar accuracy in
English (83%, SD= 2.96). Accuracy in Hindi (72%, SD= 4.15) was significantly lower than in Bengali (p =
0.003) and in English (p = 0.006). According to accuracy scores (as predictors of proficiency) and the self-
ratings on the proficiency scale Hindi was found to be the least proficient language. In a 3 Tesla Philips
scanner the participants then performed a time constrained picture-naming task for each language in separate
blocks.

Consistent with the previous literature, we found activations in neural substrates known to be involved in the
process of picture naming, namely the occipital areas (BA19,18), temporal and hippocampal regions (BA38,
20) and the supplementary motor area and precentral gyrus (BA6). This picture naming network was seen for
each language, in comparison with the baseline when assessed at p<0.05 (corrected) . A visual inspection of
the regions of activity showed an inverse correlation with language proficiency in the left fronto-temporal
areas. In addition, the extent of activation in left frontotemporal areas was highest for Hindi, the language of
least proficiency in contrast to other languages. These findings corroborate well with previous evidence
(Abutalebi, 2008; Kim et al., 1997; Videsott et al., 2010) that have reported higher activation in the same
regions for a language of lower proficiency in a given sample.

Further analysis will focus on direct subtractions across languages to identify regions associated with
language proficiency and quantifying differences in BOLD brain activity across the three languages.



Body Parts and Early-learned Verbs in 4-year-old Telugu Speakers: A Cross-linguistic Comparison in
Association

Madhavi Latha Maganti, Joshita Maouene, Bapi Raju Surampudi
Center for Neural and Cognitive Sciences, University of Hyderabad.

Traditionally, the perspective has been that the meaning of verbs differs importantly across languages, particularly since
Talmys’ study on verb dynamics in adults (1975), but also in children from diverse linguistic provenance (Bowerman,
1985; Clark, 1993; Maratsos & Choakely, 1980, Slobin, 1996). Recently, however, growing evidence in neuroimaging
studies mostly in Indo-European languages, but now in Chinese3, indicates that verb meaning processing engage the
activation of regions of the motor system and particularly regions related to bodily effectors, a result also available for
4- to 6-year-old speakers of English (James & Maouene, 2009). Further, some systematic associative studies on body
parts and common verbs in English Adults speakers (Maouene, Hidaka & Smith, 2008), and in their 4- to 5- year-old
counterparts (Sepsey, Nesheim, Maouene & Maouene, 2011) as well as in adult Telugu, Urdu, Hindi & L2 English
speakers (Duggirala et al., 2011) indicate some semantic similarities in the patterns tying verbs to the body regions of
mouth, leg, arm, although only 65% of the verbs were comparable in meaning. Consequently, we wondered whether the
results found for English speaking children would hold true for Telugu speaking children and how they would compare
in terms of cross-linguistic similarities and differences.

The 124 early-learned verbs examined here came from 30 transcripts of 18- to 36-month-old Telugu speakers and
encompassed all the 103 action words included in the MCDI norms for young English speakers (Fenson et al., 1994).
Subsequently, in a judgment task, 42 four-year-olds from a Hyderabad elementary school, were asked orally and
individually: “What body part do you use when you ______” . In total, the children provided 21 distinct body part terms.
From these judgments, we created a body-part vector for each verb. For example, the “meaning” vector for e
(=speak) is: 39 mouth, 2 teeth, 1 lips).

A correspondence analysis (~ a dimension reduction technique for categorical data, sensitive to correlation but
respecting variance) on the matrix of 124 verbs by 21 body parts revealed a highly systematic and structured pattern.
The first five dimensions accounted for 94.8% of the judgments and correspond to Dimension 1: hand-region-verbs (68
verbs); Dimension 2: mouth-region-verbs (27); Dimension 3: leg-region-verbs (14); Dimension 4: eye-verbs (3);
Dimension 5: ear-verbs (2). These dimensions match the ones found for similar verbs in 50 adults English speakers and
in 10 four-to-five year old English speakers but they account for proportionally more of the judgments (roughly 10%
more), although only 65% of the verbs were comparable in their meaning. Subsequently, we compared the data thus
obtained to the adult data available from Duggirala et al., 2011, for 12 adults (in Telugu, Urdu, Hindi) and for 18 adults
in English L2. The four correspondence analyses yield the same 5 dimensions.

Developmental and cultural differences are also reported, such as the reduced numbers of body parts provided (21 body
parts in Telugu children, 29in adults), or cultural convention in specific body regions connected with verbs (e.g., fingers
but no arms in Telugu children compared to English children, head for nod in Telugu is an important verb).

The presentation will build the case, that despite cultural differences in gesturing, in names we give to the parts of our
body and where we set the boundaries a body part refers to (Majid, 2006), evolution—under the laws of physics—has
shaped the human body part structure (the head is the top part no matter what it is called, no matter where it starts and
where it ends), the degrees of freedom of bodily movements, (you can only bend your knees forwards) and
consciousness of bodily efforts (motor control of body parts, such as activation or inhibition) in a somewhat shared way
across cultures. This is indeed an imperfect overlap, but a precious one, which may inform the meanings of early-
learned verbs across languages. We share some physical human experience that—despite the difference in meaning
coming from conventions in the culture—is present in our associations between verbs and body parts.
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Performance Monitoring and Response Inhibition in a Saccadic Countermanding Task in High and Low
Proficient Bilinguals

Niharika Singh', Ramesh Mishra’
'Center for Behavioural and Cognitive Sciences, Allahabad, *Center for Neural and Cognitive Sciences,
University of Hyderabad

One of the crucial aspects of bilingualism that sets bilinguals apart from monolinguals is their daily
experience of handling two languages. Not only the two languages get activated in parallel, even when only
one language is needed, but also requires constant monitoring and attentional control to select the goal
appropriate language. As a consequence of this daily activity lead to enhancement and strengthening of
general purpose executive functions, in particular inhibitory control, which are believed to be recruited in
controlling the two languages. Owing their superior control abilities bilinguals have outperformed their
monolinguals counterparts on wide variety of task requiring conflict resolution, monitoring, switching, and
inhibitory control. While much research has been directed at the interaction between lifelong bilingualism
and executive control, a few studies have looked at the consequential effect of bilingualism on performance
monitoring. In the present study we examined whether response inhibition and performance monitoring
within the oculomotor domain is affected by language proficiency in bilinguals. To this end, we compared
high and Low proficiency bilinguals on two forms of oculomotor redirect tasks: Visually Guided Redirect
task (Experimentl) and Memory guided Redirect task (Experiment 2). Using switch reaction time (TSRT)
and non-cancelled saccades as a measure of response inhibition and post stop slowing as measure of
performance monitoring, we observed two important results. It was found that High proficiency bilinguals
showed more post stop slowing on the no-step trials as compared to the Low proficiency bilinguals for both
VGR and MGR. Secondly, high and low proficiency bilingual exhibited comparable TSRT and non-
cancelled saccades, in both VGR and MGR. In the light of these results, we conclude that bilingualism
impacts performance monitoring which is modulated by language proficiency. Thus, indicating towards more
cognitive flexibility and superior ability to adjust behaviour in high proficiency bilinguals that facilitates
attainment of cognitive goal. However, language proficiency showed no altering effect on the response
inhibition in bilinguals.



Cognition and Cuiure: Testing Semantic Memories in Indian Patients

Gowri lyer, Shailaja Mekala, Divya Raj, Swati Karamchedu, Arun Pullela, Suvarna Alladi, Subhash Kaul
Nizam's Institute of Medical Sciences, Hyderabad.

Semantic memory is a part of our long term declarative memory that abstracts and stores information from
the world around us. As a result, our semantic memories are impacted by our culture, i.e., the customs,
attitudes, characteristic features of our everyday existence. Therefore, any test of semantic memory needs to
reflect these aspects of culture and cognition of the person/populations being tested to be effective. Semantic
memory deficits are seen in a wide range of neurodegenerative diseases (from Semantic Dementia (SD),
Progressive non-fluent aphasia (PNFA), Alzheimer’s disease (AD), behavioral variant of Fronto-temporal
Dementia (bvFTD), etc.), and the profile of deficits varies significantly across these disorders. However,
most of the tests that we use in India assess cognition as a whole, only superficially examining semantic
memory. In addition, most of the tests of semantic memory have a high language component, and as a result
make it challenging to distinguish between language impairments masquerading as semantic memory deficits
or true semantic memory deficits. While it is impossible to have a test of semantic memory that is completely
independent of language, we can attempt it by testing semantic memory using different input (i.e.,
visual/auditory/tactile) and output modalities (i.e., verbal/non-verbal). Recognition of these phenomena are
important in the differential diagnoses of cognitive disorders, as well as in understanding and explaining the
patients' difficulties at a practical level. The Cambridge Semantic Test battery is one such battery that
assesses semantic memory deficits using different input/output modalities.

In this paper, we present the Indian Semantic Battery which is an adaptation of the Cambridge Semantic
Battery. Semantic memory is culturally driven and therefore varies across different cultures. Our challenge
was to adapt the test battery to make it culturally relevant in India given the diversity in culture, religion,
education, language etc. As part of the adaptation process, we present the reasons for changing items to those
that were more culturally relevant. In addition, we also present the rationale and need for introducing new
categories (vegetables, food items and gods).

We present the results of our adaptation of the Cambridge Semantic Battery to the local cultural context by
following the norms of standard cross-cultural adaptations. Necessary modifications were done based on
expert committee recommendations and results of pilot studies were analyzed to reach a consensus regarding
the items finally included in the Indian semantic test battery. Construct validity was established as we found
that SD patients have significant impairments on the semantic memory test battery when compared to
controls. In addition, a comparison of test performance was done across SD patients and three other dementia
subtypes i.e. AD, PNFA, and bvFTD. Our results found that these four groups of patients have
different/varying profiles of semantic memory deficits.

This is the first study from India to adapt and validate tests of semantic memory to the Indian context. This
test of semantic memory adapted to the Indian context, may provide objective and sensitive evidence of
semantic impairments enabling the clinician in diagnoses and also allowing for more targeted and effective
cognitive retraining/rehabilitation. In conclusion, we would like to claim that for any test of cognition to
serve its purpose, it will need to resonate with and reflect the culture of the populations it assesses.
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Title: Laterality in the lowa Gambling Task: Does sensitivity to rewataigshment alter regulatory control?

Author: Dr. Varsha Singh, Assistant Professor, Humanities and Social Scientias, |hstitute of Technology
Delhi, New Delhi 110016, India.

Introduction and research problem: The right hemispheric dominaneevetisn decision-making in the lowa
Gambling Task (IGT) is yet to be understodthe task involves rewards and punishments that are processed
along the dual routesf intertemporal attribute reflecting cognition-intensive processing, and frequency
attributes, reflecting automatic processing. Drawing from dual proceseethemd lateralization related to
reward-punishment, it was hypothesized that handedness as a mddsireality would have an effect on
regulatory control (defined as a failure of cognition-intensive systemever-ride automatic processing
systems), and that the effect would differ across reward andhpugig variants of the task.

Methods and design: The Edinburg Handedness Inventory was usatpiare laterality quotients [left-handers
(quotient < 50), mixed-handedness (599), righthandedness (> 100)] and usage of dominant or non-dominant
hand (left and right hand) to perform the IGT in two variantegrd and punishment) (N = 320, males = 160).
Decision-making scores were entered into a 2 (attribute: intertemporal/frequehé¢lyamxd recruited: left/right)
mixed-design ANOVA, analyzed for three groups (handedness: lefdifnight); variants were analyzed
separately.

Results and discussion: In the reward variant, the effect of attrilageignificant across all three conditions of
handedness (p < .05 for left-handedngss; .01 for mixed- and right-handedness), although the interaction
effect of attribute and hand recruited was insignificant (p = .09 in nhigsededness). In the punishment
variant, the effect of attribute as well as the interaction effect of attributbaamtirecruited were insignificant
across the three groups. As expected, lateralization of regulatorylgefigoted in the effect of attribute type
showed differential effects of hand recruitment in variant type acaosditions of handedness.



Left eye — Right Brain: Exploring the Impact of Social Isolation on Personality Traits and Lateralized
Utilisation of the Brain in an Air-breathing Freshwater Fish

VV Binory, Anindya Sinha
National Institute of Advanced Studies, Bangalore.

Fish have laterally positioned eyes that provide a very narrow frontal vision overlap while the axons of each eye
connect only to the contralateral brain hemisphere. The fish brain thus receives exclusive information from each
eye. This neuro-anatomical uniqueness, expressed as differential eye use while assessing different visual stimuli,
makes fish an excellent model system to study the relationship between cerebral and behavioural lateralisation.
Recent studies have revealed that the variation in the cerebral hemisphere predominantly used to attribute emotive
content to a visual stimulus can influence the consistent individual differences in behaviours (personality traits)
displayed by a fish. An analysis of the relationship between personality traits and the differential use of cerebral
hemispheres in fish has, however, only rarely been explored.

Our study analysed the degree of differential utilisation of the brain hemispheres by an air-gulping freshwater fish,
the climbing perch Anabas testudineus, while assessing isolated conspecific individuals, heterospecific (tilapia
Oreochromis mossambicus) individuals, shoals or groups of four conspecific or heterospecific individuals, a
mirror and a novel object. We also explored the possible existence of a behavioural syndrome consisting of (tight
correlation between) the lateralised utilisation of brain hemispheres and two major personality traits, sociability
(the tendency to spend time with conspecific or heterospecific individuals) and boldness (the propensity to take a
risky decision). Finally, the impact of social isolation (for 150 days) on these three focal traits and the resulting
possible correlations between them were also investigated during this study.

Our results reveal that the group-living individuals exhibited a general bias for their left brain hemispheres while
assessing all the stimuli presented, except isolated and groups of conspecific individuals. In contrast, the socially
isolated subjects exhibited a bias for the right eye while evaluating solitary or a shoal of heterospecific
individuals. A cross-context comparison of laterality revealed that a shoal-living fish preferentially used its left
hemisphere while observing a single heterospecific individual, in direct opposition to its use of the right
hemisphere for isolated conspecific and shoals of conspecific or heterospecific individuals. Socially isolated
individuals, however, exhibited differential laterality only in presence of a solitary heterospecific individuals or a
novel object. Group-living fish, in general, exhibited significant individual-level variation in the lateralised
utilisation of their cerebral hemispheres while assessing solitary heterospecific individuals, mirror images and
novel objects while socially isolated subjects displayed a similar result only in the presence of novel objects.
When the sociability of climbing perch was investigated across contexts, group-living fish significantly preferred
to spend time close to shoals, whether conspecific or heterospecific, than to solitary individuals of any species.
The sociability exhibited by these individuals towards conspecific or heterospecific shoals was, however, not
different from that displayed towards the mirror. In contrast, socially isolated fish spent significantly less time in
the vicinity of isolated conspecific individuals than they did close to conspecific or heterospecific shoals, isolated
heterospecific individuals to even the mirror. Moreover, it is noteworthy that social isolation led to altered patterns
of sociability in the study species, with socially isolated individuals significantly increasing the time spent close to
solitary conspecific or heterospecific individuals or novel objects (but not to shoals of any species) over that
displayed by individuals reared socially.

The personality trait, boldness, displayed by climbing perch was uninfluenced by social separation, with boldness,
sociability and the lateralised utilisation of the brain hemispheres failing to display any significant correlation
amongst one another in socially isolated subjects. There were, however, positive correlations between the time
spent near heterospecific shoals and boldness as well as between laterality and time spent near novel objects, but
only in the case of group-living subjects. These results are significant and merit serious attention in the light of
recent studies analysing the relationship between personality traits such as sociability, behavioural decision-
making and cerebral lateralisation in other animal species.



The Effect of i-extract Treatment on Activity Regulated gene (Arg3.1) Expression and Behavioural
Consequences in Scopolamine-induced Amnesic Mice

Askash Gautam, Renu Wadhwa, Mahendra Thakur
Center for Neural and Cognitive Sciences, University of Hyderabad.

The brain is a complex organ which performs a range of cognitive functions including learning and memory.
Amnesia is a cognitive disorder during which some kind of brain damage, disease or trauma causes a deficit
in memory. In laboratory conditions, it can also be caused temporarily by the use of various psychoactive or
sedative drugs. Scopolamine, a tropane alkaloid drug, possesses anti- muscarinic effect and therefore disrupts
cholinergic neurotransmitter system of brain. We generated scopolamine induced amnesia in Swiss albino
mice of 12+2 weeks and tried to study the effect of i-Extract i.e. alcoholic leaf extract of Ashwagandha
(Withania somnifera) on the expression of activity regulated gene Arg3.1 (also known as Arc) in mouse
brain.

Briefly, mice were categorized into 5 groups and treated with (1) 0.9% saline (i.p.), (2) amnesic drug
scopolamine (i.p.), (3) scopolamine followed by i-Extract, oral, (4) i-Extract alone, and (5) i-Extract
followed by scopolamine. The drug treatment was continued for 7 days along with the daily assessment of
their spatial memory through Morris water maze test. Thereafter the mice were sacrificed and cerebral cortex
and hippocampus were dissected out for the analysis of gene expression.

We found that scopolamine downregulated the expression of Arg3.1 both at mRNA and protein levels. Pre
treatment with i-Extract was more effective than post treatment in attenuating the scopolamine mediated
decline. Significant correlation was observed between Arg3.1 expression and spatial memory of mice during
amnesia and its restoration. Interestingly, the effect of scopolamine and i-Extract was relatively more
conspicuous in hippocampus than cerebral cortex. In conclusion, our study provides evidence for the
upregulation of neuronal plasticity gene by Ashwagandha i-Extract suggesting its curative potential for
memory deficits.



Language, culture and education in cognitive disorders

Suvarna Alladi, Hyderabad

With an increase in life expectancy, future demographic projections predict a larger population over the
age of 60 years with a corresponding increase in the number of patients with dementia and other cognitive
disorders. Hitherto considered infrequent, dementia and other cognitive disorders are increasingly being
recognised in clinical practice in India, especially in cities. Developing societies have particular problems
in understanding diseases of cognition as they make the change from traditional to modern living. There
is poor awareness, scarcity of trained personnel and a lack of validated neuropsychological tools that
makes the problem more daunting. The complexity of the task increases when we take into consideration
the diversity in culture, education and rural/ urban variation across India and the influence of these factors
on expression of cognitive disorders, on their diagnosis and management. Thus strategies that focus on
understanding, diagnosis and management of cognitive disorders are high priority research and healthcare

objectives

Accurate diagnosis and understanding of neurobehavioural disorders depends upon identifying cognitive
deficits that include impairment of attention, episodic and semantic memory, executive function,
language, visuospatial functions and their functional impact on day to day life. Recent understanding has
also brought out the role of social cognition in the genesis of abnormal behaviour in cognitive disorders.
While cognitive functions and behaviour are universal, they are expressed and recognised in different
ways based on the socio-cultural practices of the community in which an individual lives. Most of the
currently existing tools have been developed in the west, and aim at eliciting cognitive deficits in their
own populations. Since performance on cognitive tests is strongly dependant on educational levels,
languages used and cultural backgrounds, tools developed in one particular population designed to

measure cognition and behaviour may not necessarily translate to another cultural context.

Neuropsychological testing for domains of episodic memory, attention, executive function, language and
visuospatial functions across a range of languages, education and cultures has been the focus of research
across the world. In this talk, we present the challenges involved in studying cognitive functions across
different educational levels, languages, and among bi/multilinguals. The additional challenges that are
posed while studying semantic memory and social cognition, both of which are impacted strongly by

cultural influences will also be discussed. Our experience with harmonising neurobehavioural research in



a population derived from five states of India, with a large degree of heterogeneity in literacy, languages

and culture; and variability in skill levels of personnel will also be presented.

Yet another recent dimension is that many studies have demonstrated an association between education,
bi/multilingualism and social activity and better cognitive functioning. The interaction between such
lifelong experiences and neurobiological and genetic factors is an active field of research. Our recent
observations on the role of these factors on impacting age of onset and expression of dementia and
cognitive disorders will be presented. As a consequence, a pressing need has emerged to study
mechanisms by which education, bi/multilingualism, and other lifelong experiences shape cognitive
processes and their underlying neural substrates. Future multidisciplinary studies are likely to unearth

ways in which these influences affect cognitive processes and their breakdown in disease.
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A pilot study evaluating efficacy of sung vs. spoken sgch to facilitate social attention and
communication in children with Autism Spectrum Condtions

Arkoprovo Paul, Jeffrey Valla, Megha Sharda and Nandini C Singh
National Brain Research Centre, Mases&urgaon 122050, India.

Background: Children with Autism Spectrum Conditions (ASC) experience sigmfigmpairments in social
and communication development which have been shown to improve withnéarvention efforts. Although
the research so far has primarily concentrated on deficits in the speedtiahdammunication domain, recent
behavioural studies have provided evidence for preserved or enhansied! rabilities in ASC (Heaton, 2012).
At the same time, there has been an increasing interest irs¢hef music for rehabilitation in various neuro-
cognitive disorders, with a special emphasis on improving socio-comrtivaicesponsiveness in children with
ASC (Accordino et al, 2007, Wan et al, 2011). Recent neuroimagidgeston children with ASC have shown
robust engagement of the auditory cortex to sung speech as compgrekleto speech stimuli [Lai et al, 2012;
Sharda et al, 2013 (under review)]. This suggests that the use of sung speech majciz fuerahildren with
ASC not only as a tool for learning social engagement and emotiorsabut also as a neural ‘back door’ for
improving social attention and communication.

Objectives The aim of the current study is to investigate the behaviouiahsalof sung speech as opposed to
spoken speech on attention, engagement and responsiveness in existiagtnmeagrammes for children with
ASC.

Methods: 14 children aged 3-5 years, diagnosed with or at risk of having Autism @pectnditions, have so
far participated in this ongoing study. The diagnosis of ASC has bade osing DSM V and/or ICD-10
criteria. A detailed questionnaire was used to acquire background atiommegarding family and medical
history and developmental milestones of each child. Participants gendethrice-a-week, 12 week long
intervention programme (36 sessions) administered by a team dfegutiierapists in a clinical setting. The
programme includes two parts; Part | is integrated in grouposesand Partl is integrated in individual
sessions. In Part | children are passively exposed to videbsswitg or spoken narrative content Hart
includes eliciting active responses to spoken and sung forms of disitegbries of verbal directives delivered
by therapists.. These sessions are video-recorded for post-hocatibsatvcoding of metrics like joint
attention, eye gaze, orienting, repetitive behaviour etc. by blind.raters

Results: Data collection is in progress. Preliminary data indicate ase@ engagement and responsiveness to
sung stimuli in children with ASC based on assessment and ar@flysiservational videos. These preliminary
findings are encouraging and suggest that music may be efféatimproving attention and communicative
function in ASC.

Conclusion The outcomes of the study will be instrumental in establishingetfieacy of using song and
music-based approaches to improve social attention and communicatbiidren with ASC and provide a
framework for developing effective therapeutic interventions.



Task Switching in Bilinguals and Multilinguals

Abhijeet Patra, Shiza Rahman, Bhoomika Kar,
Center for Behavioural and Cognitive Sciences, Allahabad.

Current literature on bilingualism suggests that the bilingual speakers, who use two languages or frequently
switch between two languages simultaneously, have a comparatively better executive control on a switching
task than the monolingual speakers. However it would be interesting to investigate whether trilinguals would
demonstrate superior cognitive control as compared to bilinguals. To investigate this issue, present study
compared the performance of 16 bilinguals (Hindi-English) with 16 trilinguals (Bengali-English-Hindi) in a
non-linguistic task switching paradigm. Switching is associated with attentional set shifting as well as
cognitive flexibility and these processes have a greater scope for improvement in case of trilinguals as
compared to bilinguals. It was hypothesized that the trilinguals would show lesser switch cost and mixing
cost as compared to the bilinguals due to their greater trilingual experience with respect to language
switching. This hypothesis was based on the premise that it is the language control mechanisms that
determine the cognitive advantage observed among bilinguals which are assumed to be strengthened among
multilinguals. Screening measures included Lex TALE, which was administered to assess proficiency in the
second language; Language History Questionnaire to acquire information about the language use exposure
and self rated proficiency in the languages known to the participant and Self-switching questionnaire to
determine whether the two groups are comparable in frequency of switching between languages. The task in
this experiment involved making a color or a shape judgement based on the previously presented cue. Two
types of cues were used: color gradient for the color task and a row of small black shapes as a shape cue for
the shape task. Cue (250ms) was followed by the target (2000ms) while the cue remained on the screen
above the target. Targets were red and green colored circles and triangles. Participants had to make a color or
a shape judgement on the visually presented stimuli, using button press to indicate their selection. Reaction
times were compared across switch, repeat and single task conditions. Results demonstrated a reduced switch
cost for the trilinguals as compared to the bilinguals. However, mixing cost was comparable for the two
groups. These results demonstrate a trilingual advantage in attentional set shifting when compared with
bilinguals. These findings extend the bilingual advantage (related to language experience) to trilinguals with
respect to mental set shifting.



Reward positivity and Framing in Intertemporal Choice: an ERP Investigation

Shruti Goyal, VS Chandrasekhar Pammi
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Reward positivity is an event related potential (ERP) component associated with reward processing. It shows
a positive peak at a latency of 250ms post-stimulus presentation, in the fronto-central region(Fcz electrode).
It has also been suggested that Reward positivity reflects the neural activity involved in computation of
reward prediction-error i.e., the difference between the expected and the actual outcome. Although, studies
haveshown the presence of reward positivity in the context of gains (positive frame) or its role in unexpected
outcomes,there is sparse evidence of its role in loss (negative frame). Also, it is not very clear how reward
positivity is affected when choices are presented over time (intertemporal choices). The objective of the
current study was to investigate the effect of framing in intertemporal choices on reward positivity.For this
purpose, we designed an intertemporal choice prediction task in which healthy participants had to select one
of the two directions shown on the display which was followed by a feedback. The participants had to make
the selection to maximize their gains and minimize their loss. We manipulated the expected utility of the
choices (in terms of amount and the temporal duration of receiving the amount) as a within subject factor,
and framing (gain frame and loss frame) as a between subject factor.There were four feedback for both gain
as well as loss frame. For gain frame, participant either received an amount of Rs.25 or Rs.100 either
immediately or after six months.For loss frame,participant had to pay an amount of Rs.25 or Rs.100 either
immediately or after six months. We analyzed the EEG data for the Fcz electrode, our window if interest was
250ms-350ms after the presentation of feedback stimulus i.e. outcome. The preliminary results support our
hypothesis, that Reward Positivity would be present for gain as well as loss frames.ERP analyses revealed
positive amplitude between 250 to 350 ms time-window at Fcz electrode for gain as well as the loss frames.
The amplitude of reward positivity averaged across in the loss frame was less compared to the amplitude for
the gain frame. Our results, support the earlier studies showing reward positivity for gain frames. But reward
positivity for loss frame has not been reported in earlier studies. These results suggest that the neural
mechanism underlying reward processing in the domain of intertemporal choice is frame independent.



Modelling the Emotional Influences on Attentional Blink
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Attentional blink (AB) is the attenuation in the detection accuracy of second of two targets (T2) when
presented within 200 to 500 ms of the first target (T1) in a Rapid Serial Visual Presentation paradigm. The
accuracy of the second target is found to be higher if it immediately follows the first target, a phenomenon
known as the Lag 1 sparring effect. Recently, a global workspace theory based neuro-dynamical model of
Visual Selection and Awareness (ViSA) has been proposed to explain attentional blink. This model
distinguishes between perceptual processing areas and access control areas with the global workspace
module and visuo-spatial working memory module forming the access control area. The perceptual
processing and access control areas are separated by a gating layer which is modulated by top down signals
from working memory and filters inputs based on goal directed top down attention. The model accounts for
AB by suggesting that consolidation speed of targets in working memory is the primary cause of the blink
effect. Lag 1 sparring is considered to occur due to slow onset of the consolidation process in the working
memory.

Many recent findings have shown reciprocal interactions between emotion and attention. In the context of
AB, studies have shown that AB diminished by positive affect and task load. Most current models of AB do
not explain the emotion-related effects on AB.

The objective of the present study was to augment the ViSA model to account for the role of emotion in
selection and consolidation and more specifically the effects of emotion on AB. Studies have shown that
higher levels of dopamine in the prefrontal cortex are correlated with positive affect as well as a higher
sensitivity of prefrontal cortex neurons in the presence of dopamine.

We postulate that positive affect leads to the activation of dopamine neurons in the Ventral Tegmental Area
(VTA) which in turn leads to the increased dopamine levels in prefrontal cortex. Increase in dopamine levels
improves the sensitivity of the prefrontal cortex neurons. This increased sensitivity of neurons in the
prefrontal cortex, we hypothesize, leads to faster consolidation of the targets in the working memory. This
faster consolidation in turn causes earlier opening of the gating mechanism for the second target processing
in the global workspace module, attenuating the attentional blink effect.

This postulation was implemented in the model by adding an emotion processing module which identifies
the affective content of stimuli and a VTA module which increases the sensitivity of the neurons in the access
control area when activated. Simulations show that the presentation of stimuli with positive affect before the
RSVP task results in reduction of AB as found in studies by Olivers and Neuwenhuis (2006).

The augmented model also makes novel predictions. We predict that the event related potential component,
P3 (which is considered to be an indicator of the working memory consolidation), locked to T1 would have a
latency shift with the P3 component occurring earlier in the positive affect condition opposed to neutral or
negative. We are currently investigating other emotional effects on AB using the global workspace based
model and also empirical work to demonstrate predictions based on the model.



Social Cognition and Frontal Behaviour in the Cultural Context of Indian Healthy and Neurologically
Diseased population

Shailaja Mekala, Suvarna Alladi, Divyaraj Gollahalli, Gowri Iyer, Phaneendra Rage, Arunkumar Pullela,
Subhash Kaul
Nizam's Institute of Medical Sciences, Hyderabad.

Background: Neurological disorders are associated with a wide range of behavioral problems and each
disease is characterized by a distinct behavioral and cognitive profile. Most studies of behavioral
abnormalities in neurological disorders are based on Western paradigms. Limited studies exist, that have
explored behavioral problems related to theory of mind, empathy, emotion recognition in the Indian context.
This has necessitated the adaptation and validation of standardized tests for the Indian context, which will
allow cross cultural comparisons and research.

Aims: We aimed to adapt tests of frontal behavior and social cognition to the Indian cultural context and to
examine the associations between various cognitive, functional and behavior profiles of dementia patients.
Methods: Study participants consisted of 502 control subjects and 80 dementia patients. Dementia subjects
were recruited based on standard diagnostic criteria. Control subjects were enrolled based on appropriate
inclusion criteria. Demographic information was obtained in all subjects. Basic cognitive status of patient
group was assessed using MMSE and ACE-R which was adapted for Telugu speaking population. Severity of
dementia was assessed by using CDR, and neuropsychiatric symptoms were examined with NPI. Impairment
in the functional ability of the patient was obtained from the caregiver by using DAD. Caregiver burden,
stress, anxiety, depression were assessed with DASS, ZBI. Control and patient groups were matched for age,
gender and education levels. Tests of frontal behavior (FrSBe- Frontal Systems Behaviour Scale), empathy
(TRI-Interpersonal Reactivity Index), emotion recognition (POFA-Pictures of Facial Affect), and theory of
mind (Faux pas test) battery were adapted to the local cultural context.

In the first part of the study, FrSBe, IRI, Faux pas tests were translated to Telugu , and back translated and
adapted to the Indian cultural context, following expert committee recommendations. Reliability of results in
the control subjects scores were evaluated. As the next step, these tests were validated in FTD patients and
compared with healthy controls. POFA-Pictures of Facial Affect was adapted by using standard methods
with appropriate changes made to the test stimuli. These tests were then administered in three dementia
subtypes i.e. FTD, AD, VaD and their profile was explored. Finally, associations were examined between
various variables such as frontal behaviour and activities of daily living and carer burden, empathy and
emotion recognition, cognitive scores and frontal behaviour deficits, empathy and carer burden were
examined. Appropriate statistical methods were carried out using SPSS 20.0.

Results:

Tests of frontal behaviour (FrSBe- Frontal Systems Behaviour Scale), empathy (IRI-Interpersonal Reactivity
Index), emotion recognition (POFA-Pictures of Facial Affect), and theory of mind (Faux pas test) were
successfully adapted to the local cultural context by following the norms of cross cultural adaptations.
Necessary modifications were done based on expert committee recommendations and results of pilot studies
were analysed to come to a consensus of the test adaptations.Internal reliabilities of these tests were found to
be good. On validating these tests we found that dementia patients have deficits in frontal behavior, empathy,
emotion recognition and theory of mind tests. Our results found that AD, FTD and VaD patients have
different profiles of frontal behavioral impairments, and social cognition deficits. Deficits in frontal behavior
and social cognitive functions were positively associated with carer burden, depression, anxiety and stress,
and were inversely associated with functional ability of the patients.

Conclusions: This is the first study from India to adapt and validate tests of frontal behavior, empathy,
emotion recognition,and theory of mind to the Indian context. The profile in these parameters were explored
in three dementia subtypes i.e. AD,FTD, and VaD. These tests of social cognition adapted to the Indian
context, may give objective and sensitive evidence of impairments of behavior and disturbance of social
conduct , which helps the clinician and family members and also society at large to understand and manage
the patients.

Future Implications: The tests validated in this study will aid in early and accurate identification of
behavioral and social cognition deficits of dementia and its subtypes in a clinical setting, which will help in
proper diagnosis and also aid in devising management strategies.



Interaction of Framing and Emotion in Intertemporal Choice
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Intertemporal choices involve trade-offs between the present outcome and future outcome, and one has to
choose between a small immediate reward (SIR) and a large delayed reward (LDR). The devaluation of LDR
over time is called temporal discounting. Factors like information processing capacity, reference point and
emotion affect discounting making it a complex interplay between present temptations and decision
outcomes.Rate of discounting is affected by the experience of emotion producing contrary effects to people’s
expectations. The appraisal-tendency theory states that emotion evokes specific appraisals which have
carryover effects specific to decision context. Framing effects show that the discount rates for losses are
lower than the discount rates for gains and is called the sign effect or gain-loss asymmetry. The aim of this
empirical study is to explore how the interplay between emotion and framing shapes choice of delayed
rewards and discounting behaviour. Firstly, we hypothesized that pleasant emotion would facilitate the
choice of larger delayed reward (LDR) and the unpleasant emotion would facilitate choice of smaller
immediate reward (SIR) thereby affecting the discounting functions.Secondly, we predicted that people will
discount future reward more in gain frame compared to loss frame. The independent factor emotion had three
levels (pleasant, neutral, and unpleasant) along with three reward levels (small, medium, large). Same
intertemporal choice gamble set was presented in both the frames i.e. gain and loss. On each trial, the
participants were presented intertemporal choice gamble within an emotion (pleasant, neutral, or unpleasant)
either in the gain or loss frame. We found a significant main effect of emotion and interaction between
emotion and framing, showing that emotion plays an important role in intertemporal choice depending on the
framing of decision context. Our results show lowered discount rates for pleasant and neutral condition in
loss frame compared to the gain frame, showing that emotions and framing have opposing effects.We also
found lowered discount rates for losses in the largest reward level due to loss amplification property.



Executive function deficits in Developmental dyscalculia: a comparison with Developmental dyslexia and
normal controls
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Background of the study: Developmental dyscalculia, is a neuro-developmental disorder that affects an
individual’s ability to acquire math skills, which cannot be explained by measured intelligence, educational
background or visual/hearing impairment. This subtype of learning disability, with a prevalence rate of
roughly 6% of school going population worldwide, is diagnosed when significant under-achievement occurs
in children with average and above average intelligence, due to underlying cognitive processing problems.
As with Developmental dyslexia, both domain- general and domain specific cognitive deficits have been
found in children with Developmental dyscalculia. Executive functioning (EF) refers to the cognitive
processes required to plan and direct activities, task initiation and follow-through, sustained attention,
performance monitoring, inhibition of impulses, and goal directed persistence (Baron, 2004). It is an
umbrella term for a variety of higher order cognitive functions, primarily mediated by the pre-frontal lobe,
which includes subordinate cognitive functions of working memory, allocation of attention resources,
cognitive flexibility, choice of strategies as well as switching to adjust changing demands, concept formation,
decision making, self-regulation, judgment, feedback utilization and sequencing of complex actions.
Impairments in executive functioning have been reported in children with learning disabilities (Denckla,
1996). Executive function problems have been found to have a close association with mental calculations
and arithmetic performance (Mc Lean & Hitch, 1999; Bull & Johnston, 1997; Passonlunghi &Siegel, 2001.)
It may even be considered the true link between attention problems and arithmetic difficulties.

Objective: To find out the differences among children with Developmental dyscalculia, other Learning
Disabilities and the normal controls, in measures of executive functioning.

Method:

This is a case-control-comparison study. The participants comprised of 61 newly diagnosed cases of
Learning disabilities of the age range of 7 to 12 years , who were divided into the Study and the Comparison
groups based on the presence or absence of the diagnosis of Developmental dyscalculia and their
individually matched controls, making a total sample size of 122 subjects. These subjects were assessed on
tests measuring Executive functions viz., the Trail Making Tests (TMT-Parts A&B) and the Coloured
Progressive Matrices (CPM) test. The data was analyzed using 2 way ANOVA (3 diagnostic groups against
gender), followed by multiple comparison test to pinpoint the differences among groups, when compared
pair-wise.

Results:

Statistically significant differences between groups were found in the time of completion of TMT, both in
Part A and Part B. While in TMT (Part A), a measure of visual search and sequencing ability, the Study group
was s significantly inferior only to the Control group, in TMT (Part B) which is a measure of cognitive set
-shifting ability the study group was significantly inferior to both the Comparison group and the Control
group. Significant difference was observed between sexes with females performing poorer than males. A
significant group x sex interaction was also found in TMT (Part-A), wherein both in those with
Developmental dyslexia and the Controls while females out -perform males, in visual search and sequencing
ability, this trend reverses in the Study group. Significant deficits were also shown by the Study group in the
CPM test, which is a measure of non-verbal inductive reasoning, compared to the Comparison group.

Conclusions: These findings suggest that children with Developmental dyscalculia along with verbal
learning disabilities have a specific deficit in set-shifting ability, compared to those with Developmental
dyslexia as well as Control subjects. However no such difference has been observed among these two groups
in visual search and sequencing skills. So also, females with Developmental dyscalculia along with verbal
learning disabilities tend to show more deficits in visual search, sequencing and mental flexibility compared
to their male counterparts, unlike the general trend of females being superior to males in these skills, among
dyslexics and normal Controls. Findings from the present study also suggest that the inductive reasoning



skills of those children with Developmental dyscalculia along with verbal learning disabilities are inferior to
those with Developmental dyslexia. Together these results highlight the fact that, both in assessment and
remedial training of children with Developmental dyscalculia, executive functions should be given
importance. Future studies could focus on detailed assessments of the various sub- components of executive
functioning, among children with Developmental dyscalculia.
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Patients with disabilities such as locked-in, motor neuron diseases have a limitation to
use common communication devices like keyboard, mouse, joy stick, mobile touch screen
etc. Brain Computer Interface (BCI), an innovative frontier of science and technology is a
direct communication system that responds to the thoughts of users suffering with such
adverse ailments and gives feedback to the users by converting their ‘command' into an input
control for a device. Eye tracking provides a more convenient environment for studying
selection or classification-based strategies for BCI development. There are several existing
research investigations considering eye blinks as selection command or input modality in
BCI. However, such systems usually seem to be less accurate and slow compared to other
modalities. It is also tedious to account for involuntary eye blinks in eye tracking
experiments. Hence, in this paper, we present a simple, effective tool based on the usage of
eye movement saccades for typing keys on a virtual keyboard.

The assumptions made are: the response time required to select a key
(keyboard/keypad) manually with fingers is higher compared to selecting it using eye
movement saccadeBhe user’s intent to select a key using motor activity depends on @ priori
visual information related to the position of target key in the setup.

The experimental setup for data acquisition using eye tracking is designed using SR
Experiment Builder while the recording data is acquired using EyelLink-1000 and is further
analysed using Data Viewer. On the other hand, the same experimental setup is designed
using Psych Toolbox where the data is acquired without using eye tracker and isdanalyse
using MATLAB. A total of 6 blocks, each containing 10 trials pertaining to key selection is
used as the stimulus. We chose a virtual model of numerical keyboard of a standard keyboard
excluding the key-5 whose position is used for the fixation cross in our setup. Three normal
users participated in this experiment who gave a prior consent of participation. The trials are
designed in such a way that the user is directed to the next trial only on fixating at the centre
cue of the screen followed by the stimulus in which the focus of the user rests on the interest
area pertaining to the highlighted key for at least 1500ms.
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Figure-1: Frame-wise representation of the trials in the experimental design

The validation of the eye tracker’s recording data is done using the user's eye
movement video trial frames and the key response of the users for randomized and sequential
trial blocks and the eye movements and key responses show consistent results. To account for
our assumptions and differences in response times across trials of all the blocks and users, we
averaged the amount of time spent on each key for all the respective trials. This gaze duration
measure represents the proportion of time a user spends on a particular highlighted key
relative to all the other keys within a trial.
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Figure-1: Graph showing the averaged reaction time plots across users for all trials of
each key



The graph plotted for the averaged reaction time across trials of each key and users
shows a significant variation under the assumed conditions,

Where, Response time represents the time required by a user to respond to the
stimulus displayed. ET_sequence represents the data collected using eye tracker when the
keys 0-9 were presented sequentially across each block, Whereas, Non_ET sequence
represents the occurrence of highlighted keys from 0-9 in a sequential manner in visuo-motor
domain.

Non_ET_random represents the occurrence of highlighted keys from 0-9 which are
randomized across the trials.

The above results show that the users are faster in performing the virtual key press by
their saccades as compared to the manual responses. This allows us to think that saccadic
signals as a potential mode of input to register response for people with hand disabilities or
hemiplegic patients where people of this category are unable to use their hand for the basic
life function. Especially these days, cell smart phones, tablet and computers are a common
mode of communication. The use of saccadic response to select keys for dialling a number or
typing emails would enable us to use it as a new mode of input. With this revolutionary and
essential change, we can include people suffering from specific disabilities to the main stream
and provide them with equal opportunities to interact with their environment effectively.

This could further be extended and used to create a setup to visually access all the
keys of a virtual keyboard and control an environment of augmented reality.

Finally, it is not about convenience but for severely disabled people, development of
such an interface could be the most important breakthrough representing a revolutionary and
a technological improvement in the quality of life.
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Attentional Consequences of the Automatic Monitoring of Visual Outcomes of Actions
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It has been suggested that action outcomes are automatically monitored and processed preferentially as
compared to other external events. Most of the studies examining the nature of an action outcome use stimuli
in the auditory modality for a number of methodological reasons. Theoretically, nevertheless, one should be
able to observe similar effects in other modalities as well. In the visual modality, the concept of attention
capture concerns itself with automatic processing of particular features or events even when these are
irrelevant for the on-going task. Usually, such preferential processing is studied in the context of varied
bottom up salience and its relations to top-down task relevant goals. However, if there is an automatic
monitoring of an action outcome in the visual domain, it might show up as attention capture even when there
are no changes to either the bottom-up salience of a display or the top-down task relevant goals. In the
present study we aim to investigate how action outcomes in the visual domain are processed automatically.
We used a visual search task employing an irrelevant singleton paradigm that is usually used to examine
attention capture by a feature singleton. Figure-8 placeholders (6 or 12) changed to digits either
automatically after a beep (No-action condition) or after the participant pressed a key in response to a beep
(Action condition). Along with the presentation of the search display, one of the items started moving. The
moving item was also the target in 1/9th of all the trials (1/6th and 1/12th of the trials respectively in 6 and
12 display size). The results showed that the feature singleton captured attention in the Action, but not in the
no-action condition. The present findings suggest that attention capture by a feature singleton could be
mediated by action. That is when an event or feature is perceived as an outcome of action, it binds with
action and perceived earlier resulting in attention capture.



Evolution of Chunking Patterns
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In a sequential learning task such as the serial reaction time (SRT) paradigm, it is known that a number of
elementary movements are chunked together for efficient motor performance. This is typically characterized
by a relatively longer pause before an element of a sequence. Subsequently elements are performed relatively
faster requiring only movement times. Here we use a brief learning episode of a 12 element long SRT task to
track the emergence of chunking patterns on a trial by trial basis. We define correlation between reaction
times of individual elements as a measure of agreement between chunking patterns. We manipulate the
sequence four ways. The initial sequence performed by the dominant right hand is mirrored after 5 learning
trials. The same sequence and the mirrored sequence are also learnt subsequently using the non-dominant
hand. We find a dip in the number of significant correlations amongst our 23 participants, whenever there
was a switch in the sequence. Interestingly, even with a brief learning, we observe that the chunking pattern
of dominant hand mirrored sequence had relatively more number of significant correlations with the non-
dominant hand regular sequence. We also observe that the correlations become stronger towards the end of
the experiment (20 trials in all). This suggests that the motor programs characterized by chunking patterns
require some time to develop, but the evolution of chunking begins during early learning.



The Malady of Interpreters a Cognitive Remedy
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Polysemy is an important element of research in semantics, its counterpart in pragmatics and communicative
discourse being ambiguity. Polysemy and ambiguity appear to be rather uncommon in everyday discourse;
but feature frequently in the highly formalised theories of semantics/ pragmatics that we encounter. Words
have multiple meanings and can be deployed in communicative situations to serve different functions. But
what is evident is that we don’t witness disruption or communicative breakdown as frequently in discursive
exchanges, as this research warrants. We argue that the projection of language as being made up of highly
impoverished data, and as being constantly confounded by polysemy/ambiguity, is an artifact of the
semanticist-pragmaticists’ analytical methods, rather than a reflection of the ‘underdetermined’ nature of
language.

The key to breaking down the bewildering choice offered by polysemous or ambiguous expressions lies in
situating or contextualizing the utterance. How exactly this is achieved by the interlocutors in an exchange is
still a somewhat open question. The Pragmatics approach which emphasises the value of the dynamic and
contingent ‘context’ may be seen as an excuse for a highly unbridled relativism (Givon, 2005). The other
absolutist extreme is what results in seeing ghosts of underdetermination lurking in every exchange.

Embodied cognition suggests that we use our bodily experience and memory of the world around us to
ground newer experiences, in our construal and categorization of linguistic and other information that we
gather. The Cognitive (Space) grammar of Langacker(1987, 2008) and the embodied cognition theory of
Lakoff & Johnson(1999) and Varela et al (1991) have only gone that far in offering explanatory tools. The
same is true of the relevance theorists (Wilson and Sperber, 1986) who describe context as a psychological
construct. They offer relevance as an analytical category that sifts the communicative grain from the
‘irrelevant’ chaff, but are not convincing in saying how one zooms in on the relevant perspective. In this
paper, we present some insights that offer a more granular and functional account of how embodied or
situated cognition may come into effect during language wuse and comprehension.

We suggest how embodied cognition has to account for two distinct empirical contiguities — one the
individual’s own experience of world and the accumulation of all her categories and concepts; the other
being the individuals experiences of communicative exchanges with people and her appraisals and
evaluations of the communicative context based on prior experiences and intersubjective knowledge. These
two domains, we posit, are of seminal importance in situating, cohering and collimating communicative
processes.

Further, we suggest the importance of an onomasiological ontology (Franca, 2009) in classifying and
structuring the communicative elements, since this is a truer, more cognitively mapped representation of the
semiotic and conceptual elements in speech and writing. This also affords a better enmeshing of the semantic
and pragmatic content of linguistic and other forms of communication.

These two major elements will bring analytical strength to the theory of Embodied Cognition (EC), enabling
us to add metaphysical depth to our ideas about the relation between language and culture, as demonstrated
by the structures of our semiotic categories.
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Development of Affective Control: Evidence Based on the Face-word Stroop Task
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Development of conflict monitoring as a component of affective control across emotional valences such as
happy, sad, angry emotions was examined in the present study. Two Experiments were conducted based on
the Stroop task with faces with emotional expressions as targets and emotion words (Happy Sad & Anger) as
distracters written over the face. Thirty school going adolescents (mean age: 14.7 years) and thirty adults
(mean age: 22.6 years) participated in the study. Conflict adaptation was examined in terms of the
performance on the current trial as a function of previous trial conflict. In experiment 1 with happy and sad
emotional stimuli, results show that conflict adaptation was observed for both positive and negative emotions
in both adults and adolescents. Reduction in Stroop effect was observed when the previous trial was
incongruent as compared to when it was congruent for both happy and sad faces among adults as well as
adolescents. Reduction in Stroop effect was found to be greater for sad faces as a function of previous trial
incongruence among adults whereas adolescents showed no difference in adaptation effects between the two
emotions. Further analysis suggested that in both the age groups, conflict resolution is faster in the current
trial when preceded by a trial with sad facial expression across all conditions (with respect to congruence).
Experiment 2 with happy and angry emotional stimuli showed a reduction in Stroop effect when the previous
trial was incongruent as compared to when it was congruent for angry faces among adults. Happy faces
showed a significant adaptation effect only on low conflict trials when the previous trial was congruent.
However, in case of adolescents greater reduction in Stroop effect was observed for angry faces in the
absence of a significant adaptation effect for happy faces. Reduction in Stroop effect as a function of
previous trial congruence was found to be more for adults indicating better conflict adaptation among adults,
however this effect was not found to be significant between emotions. These results suggest that negative
emotions (sad and angry) seem to be associated with proactive control mechanisms resulting in faster
conflict resolution and better conflict adaptation among adults. However, adolescents show better conflict
adaptation only for angry facial expressions as compared to happy and sad facial expressions which could be
due to narrowing of attention for negative emotions with high arousal and need for the avoidance of angry
faces.



Scope of Attention Modulates Loss-aversion: A Behavioural Economic Investigation

VS Chandrasekhar Pammi, Pavankumar B Kamble, Lagnajita Chatterjee, Narayanan Srinivasan
Center for Behavioural and Cognitive Sciences, Allahabad.

Attention plays an important role and interacts with various cognitive processes. Selective attention enables
allocating resources to a subset of information available for decision making. The amount of information
obtained via sampling as well as resources allocated to processing influence the preferred choice. Selection
can also influence the weighting of attributes associated with choices available for consideration. The
amount of information selected is dependent on the scope of attention. Manipulating scope of attention using
global or local processing results in better memory and increased preference for choices made in a complex
decision making situation. This indicates that the value for particular choices could be influenced by scope of
attention. Hence, we investigated how the changes in scope of attention (focused or distributed) influence
economic decision making using the value function of prospect theory. The value function of prospect theory
incorporates basic and higher order cognitive parameters related to decision making such as risk and loss-
aversion parameters which govern the curvature and steepness of value function, respectively. To address the
effect of scope of attention on the value function, we performed two experiments that differed in terms of the
scope was manipulated and studied their effects on the risk and loss-aversion parameters. The scope of
attention was manipulated either as within-subject letter identification task (Experiment 1: N=27) or within-
subject counting task (Experiment 2: N=10) using global or local processing with hierarchical letter stimuli
(a big letter made of small letters). The independent variables for the decision making task was loss or gain
values associated with a prospect presented in the form of 50-50 gamble and the dependent variable was the
choice of either accepting the 50-50 gamble or rejecting to gamble while staying at the status-quo or current
wealth. In Experiment 1, each trial consisted of a global-local letter followed by the gamble. Participants
identified the global letter in one block and local letter in another block. Participants indicated their choice
followed by identification of the global or local letter. In Experiment 2, participants performed a counting
task for a letter at either the global level or at the local level. The participants had to undergo the attention
task followed by the decision making task similar to the experiment 1. In both the experiments, we
hypothesized that local processing will increase the tendency of loss aversion and risk aversion behavior.
Based on the dependent variable data and computational procedures adopted for prospect theory, we
computed alpha (curvature of value function reflecting risk parameter) and lambda (steepness of value
function over losses reflecting loss aversion). The results from both the experiments consistently indicated
negative skewness of loss aversion values for local attention and positive skewness of loss aversion values
for global attention across the participants. However, the risk parameter distributions varied in their
behaviour and this needs to be investigated in future with larger sample sizes. The results from these studies
indicate that the value is influenced by scope of attention and the robust form of prospect theory need to
consider attention related mechanisms.



ROLES OF EXPRESSIONS IN CONSTRUING MEANING AT THE LEVEL OF DISCOURSE:
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Abstract
Constructing meaning at the level of discourse always involvespaation of large amount of information. The present

work will show (i) the role of linguistic expressions in catiing the inflow of information in discourse interpretation
and will also explore (ii) the role of the linguistic expiess in licensing valid inferences while interpreting scdurse.

In doing so, the paper will conceptualize a linguistic expresatoa repository of default structural information. This
default structural information in conjunction with the backgrokndwledge of the interpreter is crucial in figuring the
intended sense of a communiqué.

While exploring the issues of meaning construction at the levelisofourse, this work will compare the meaning
construing capacities of nominals and demonstratives in Benghiéit Yiotivates me in comparing these two types of
expressions’ meaning construing capacities is as follows: Unlike nominals, demonstratives possess no contents. As a
consequence, the role of demonstratives in the construction ofingea@mains purely context sensitive; whereas the
meaning construing capacities of the nominals are a compleplayef context and the content. It is being argued by
Ghosh [1] discourse level processing should have some sort of model-theexptanation for how in a context a
particular nominal is connected with its other senses, sifeeneaning construing potentiality is determined stricgly b
the context.Sometime these connections are explicitly stated (as is the with demonstratives), and sometime
connections are inferred if the expressions are contentive (e ase with nominals). In my approach, | will try to
augment a model of language processing at the level of discpmpesed by Karmakar and Kasturirangan [2,3,4,5], to
maximize the scope of the model

The proposed model conceives a linguistic expression as a megudtion consisting of intending function (g and
contending function (€). I is useful in activating default contextual information assodiatith a particular linguistic
expression; whereds; is unique in coercing the default contextual information &tatdishing connections across the
discourse. These two functions, | will show, play a crucia radt only in construing meaning at the level of discourse
but also in determining coherence and logical stability aigulstic discourse.
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Anxiety and Temporal Discounting: A Behavioural Economic Approach

Chandra Pratap Daksha, VS Chandrasekhar Pammi
Center for Behavioural and Cognitive Sciences, Allahabad.

Decision making is the process of choosing the best possible valued outcome among alternatives available
and the expected outcome of decisions could be either positive or negative valance value. The expected
outcome is often represented as the multiplication of probability and value or time and value of an outcome.
The expected outcome with time and value involve temporal discounting and literature show that they people
follow different types of temporal discounting functions or profiles with the parameter reflecting the type of
individual. It was also observed that the impulsive people often have steeper discounting rates than non-
impulsive individuals. The experimental designs investigating temporal discounting often involve
participants to choose between small immediate reward (SIR) and large delayed reward (LDR). However,
personality traits can also interact with the process of decision making and recent interest in behavioural
economics has been to incorporate this personality related variables in the economic theories. The anxiety is
one of such variable and it is as an adaptive emotion, aimed at directing an individual’s responses towards
threatening stimuli in order to cope with possible dangers. The aim of this study was to characterize the
discounting rates in high and low anxious individuals in positive and negative frames at different levels of
LDR. Earlier studies found that the anxiety in general was associated with increased avoidance of risky
decisions, pessimistic risk appraisals and the risk-aversive individuals were shown to have faster discounting
rates than less-risk averse or risk-seekers. Based on this earlier research, we hypothesized that the high
anxious individualswould have higher discount rates than low anxious individuals. To test this hypothesis,
we used intertemporal choice task with positive valance outcomes and was adapted for Indian population.
The study was conducted on 16 participants (8 in high anxiety and 8 in low anxiety group) from University
of Allahabad (mean age = 21.0 years) and the state anxiety scores were obtained from Spielberg anxiety
inventory in the Indian context.

The results revealed that the high anxious individuals in gain frame alone showed higher discounting rates
(i.e. large discounting parameter value) for small and large levels of LDR compared to low anxious
individuals. Further, it was also observed that the higher discounting rate was found in gain frame compared
to loss frame for large level of LDR in high anxious group alone. In contrast, we observed higher discounting
rate in loss frame compared to gain frame for small level of LDR in low anxious group. Future studies are
needed with larger sample in each group and the current study revealed differential roles of anxiety on
framing and levels of delayed outcomes in temporal discounting tasks.



Semantic and Syntactic Language Processing in Temporal Lobe Epilepsy (TLE) Revealed by fMRI

Kapil Chaudhary, S Senthil Kumaran, Sarat Chandra, Manjari Tripathi
All India Institute of Medical Sciences, New Delhi.

Purpose: Language functioning may be affected in patients with chronic intractable epilepsy especially in left
hemisphere. BOLD contrast based functional MRI was used to map the cortical language network in patients
of chronic intractable epilepsy prior to and after six months of surgery.

Method: After obtaining the institute ethics approval, 13 consecutive patients with intractable epilepsy and
15 controls (Table 1) were recruited in the study. Thirteen patients underwent anterior temporal lobe
resection (ATLR). FMRI was performed using single-shot echo planar imaging (EPI) sequence on 1.5T MR
scanner (Avanto, Siemens, Germany) with 12-channel head coil.

Design of the study involved meaningful word reading task, semantic judgment task, syntax reading task,
comprehension syntactic-semantic task presented for a duration of (503 S) using visual cues with MR
compatible audio visual stimulus system with binocular LCD goggles (Nordic Neuro Lab, Norway) during
the active phase. The responses corresponding to semantic judgment task were recorded using 4-key button
pad (Lumina LP 400, Cedrus Inc, USA). Data analysis and group comparisons were carried out using SPM8.
Results: Preoperative data revealed less neural activity in inferior frontal gyrus and superior temporal gyrus
in patients. Strong BOLD activation was observed post surgery in left Inferior frontal gyrus, middle frontal
gyrus and superior temporal gyrus during lexical reading and semantic reading task in comparison to
judgment and comprehension syntactic-semantic task (Figure 1).

Discussion: Disturbances in language network revealed by BOLD in intractable epilepsy patients may be due
to intractable seizure discharges and pathological abnormality. After surgery, specific language components
(lexical, semantic, syntactic processing) were restored in TLE patients. However BOLD activation in MTG
and STG involved in integration of semantic and syntactic information and is particularly responsive to
meaningful sentences during semantic reading task [1,2]. Patients who were affected by hippocample
sclerosis showed atypical language lateralization suggesting the role of hippocampus involvement in
semantic and lexical information, and can raise questions regarding the specific roles of medial and lateral
temporal cortex in targeted word retrieval [2].

Conclusion: Atypical language lateralization is observed in intractable epilepsy patients, especially in left
hippocample sclerosis.
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Is Sentence Comprehension in Adult Bilinguals a Conscious Switching?

Sunita Gudwani, S Senthil Kumaran, Rajesh Sagar
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Introduction: The language processing in bilinguals share same cortical areas for first (I.1) and second
language (L2) where L2 recruits greater activity from same regions [1] like left inferior frontal cortex [2].
Difference in bilinguals and monolinguals processing is that in bilinguals left middle temporal gyrus [3] and
caudate [4] play role in conscious switching, monitoring and controlling the language used. In India Hindi as
L1 that is phonetically transparent with subject object verb (SOV) word order and English as primary L2 that
is phonetically partially opaque with SVO word order, whether influence the neural processing was targeted
in the present study.

Methodology: After IEC approval pilot study was conducted on eight healthy multilingual subjects (age
range 25 to 45 years) with standard inclusion criteria of right handedness, bilingual with proficiency in L1
and L2, given written consent and exclusion criteria any sensory impairment (hearing/ vision), neurological
or psychiatric problems, any contraindication for MRI. Single-shot echo planar imaging (EPI) sequence on
3T whole body MR scanner (32 channel head coil) (Achieva 3.0T TX, Philips, Netherlands) was used for
Blood oxygen level dependent (BOLD) data (slice thickness =5 mm, number of slices = 29, TR: 2000 ms,
TE: 30 ms, flip angle = 900, FOV = 230 mm, Dynamics: 360, Resolution: 64x64), overlaid on anatomical
images using conventional T1-weighted 3D sequence. The visual text stimuli were presented using Eprime
(version 1.1, Psychology Software Tools Inc, USA) and MR compatible LCD monitor (NordicNeuroLab,
Norway). The two tasks comprised of 30 (15x2) syntactic events (in Hindi and English languages) where
each event was of 10 s duration. The paradigm included block of simple sentences of 3-4 words (6-9
syllables) in either language selected randomly and the response was oral reading. Duration of the fMRI data
acquisition was 9 min 50 s (590 s). Pre- and post-processing was done using SPM8 (Wellcome Department
of Cognitive Neurology, London, UK). The group data was analyzed by one-way ANOVA test (p<0.001,
cluster threshold 5).

Results and Discussion: In all the subjects the performance was similar in both L1 and L2 for auditory
comprehension. In six subjects better speed and proficiency was observed for L2 reading performance. The
BOLD data showed that L2 recruited left hemispheric dominance of lingual gyrus, caudate and right
dominance of middle temporal gyrus, middle occipital, fusiform gyrus (Tablel) [1-4]. On comparison of
English vs. Hindi significant BOLD activity was observed in left inferior frontal gyrus [3] and right lentiform
nucleus (Table2).

Conclusion: The results indicate that in bilinguals there is conscious switching of language but not affecting
the proficiency and reaction time. The study evidence the role of left caudate in second language use.

References:

[1] Hasegawa M., Carpenter P.A., Just M. A., 2002. Neurolmage 15, 647-660.

[2] Kovelman I., Baker S.A., Petitto L..A., 2008. J Cogn Neurosci; 20(1): 153—-169.

[3] Nakamura K., Kouider S., Makuuchi M., et al., 2010. Cerebral Cortex; 20:2244—2251.
[4] Crinion J., Turner R., Grogan A, et al., 2006. Science; 312:1537.



Combining Gated Dipole with Reinforcement Learning Framework for Unitary Account of Reward-and-
punishment Based Learning

Smita Choudhary, Bapiraju Surampadi, Joby Joseph
Center for Neural and Cognitive Sciences, University of Hyderabad.

Learning is an everyday phenomenon. Researchers in possibly every domain of science have been fascinated
by this phenomenon as it forms the basis of understanding human and animal behavior. Tracing the history of
development of different theories in this domain, additional weightage is given to the work done by Skinner.
His theory, known as “Operant Conditioning”, suggested that the organism needs to operate on the
environment, leading to a response, which then leads to a Reward or Punishment. If the response leads to a
rewarding condition, the probability of the response occurring again increases; thus, organism “learns” to
repeat the response to that stimulus, i.e., Appetitive conditioning. Similarly, if unfavorable events follow the
response, the organism is “punished” and thus learns to not repeat the response to that stimulus. i.e., Aversive
conditioning.

Reinforcement Learning (RL, Sutton & Barto, 1998) has been proposed as a theoretical framework (REF,
Grossberg 1972) to account for nuances in learning by either reward or punishment. In this paper we will
review the differences in brain areas subserving both types of learning. The role of Dopamine and Serotonin
will be highlighted as these neurotransmitters play a significant role in learning behaviour., We suggest that
the computational framework of gated dipole (REF) could be utilized to account for the possible opponence
played out by these two neurotransmitters in appetitive and aversive conditioning. An attempt to juxtapose
the concepts of learning on this gated dipole mechanism will also be made.



Are an ability to shift attention and creative cognition related?
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Abstract

Objective

The current study aims to investigate the relationship between an ab#ityftt@ttention from oa
target/ task to another and creative cognition. We assume that performancé teskst although
evolving in different time scales, might be based on a general cognitive ftgxibivo experiments
were conducted (1450, with SPM; N=50, with APM) by employing attentional blink (AB),working
memory operation span (WM OSPAN), Ralseprogressive matrices (RPM), creative reasoning task
(CRT), and test for creative thinking and drawing production (TCT-DP).

Methodology
Participants:

Total hundred and five volunteered (63 male and 42 female, between 18-30 yeaipppeadti
in both the study for pay. The participants were recruited from dithére advertised email send to
Kaiserslautern University students’ email-id, by contacting them by phone call from the list of
participants showed interest to participate in future experiments. Aitipants reported having
correct to normal vision. Participants were not familiar with the purpose of the egperim

Materials:

In attentional blink (AB) or rapid serial visual presentation (RSVP), an array okEnegtiers
along with two digits were presented at the centre of the screen. Dagitspresented as targets, with
varying temporal gap from lag 1 to lagR&aticipants’ task was to identify the targets and report at the
end of a particular trial. Participants were seated at a viewing distaabeutf50 cm from the fixation
mark (+).

Standard Progressive Matrices, and Advance Progressive matrices (SPM/APM) cafisisted
sixty and thirty six incomplete matrices respectively. Each incomplete naattisglayed together with
eight alternative possible answers. Participants’ task was to complete the matrix by selecting the correct
answer from the multiple alternatives given below. Participants wereudtesir to give the
corresponding responses on a separate sheet given along with APM booklet.

Creative reasoning task (CRT) consisted of an empty 3x3 matrix. Participants’ task was to
create an APM-like puzzle. Participants were instructed to make a puzzle siniharpuzzles they
have solved. The puzzle was expected to have an answer / missing piece as well. Pawieipants
requested to make the puzzle as original and complex as possible.

In working memory operation span (OSPAN) task, participants were preseiited
mathematical operation word pairs varying from two to six sets. Participamisk was to read the



operation out loud and pre§gs or “no to indicate whether the given answer was correct or incorrect
and then recall the words in the order of the presentation.

Procedure:

The study consisted of two sessions, including AB, WM OSPAN, SPM/APM, TCT-DP, and
CRT. Half the participants performed AB followed by WM or vice venda$t session and APM/SPM
followed by CRT and then followed by TCDOP or vice versa, in second session. In this case,
SPM/APM was always followed by CRT, but TCT-DP temporal order was caugess participants.
In addition, sessions were also counter balanced across participants. The overall ex|zestiecefur
approximately two hours.

Results and Conclusion

Currently, analysis is in progress. Based on second experiment (consisted of AB, VAN ,@SET,

APM and TCT-DP), N=50, results showed no significant correlation (p>.05) between AB and creative
reasoning, suggesting possibly distinct cognitive mechanisms underlying these tweqwobdse

can be suggested based on further analysis, which is expected to be completed soon.



Affect and time perception
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There is a large body of literature to show the role of emotions in cognitive activity. However,
there is a dearth of studies analyzing the relationship between emotional states and estimation of
time durations. Furthermore, studies that have been conducted to investigate the relationship
between emotions and time perception have typically yielded inconclusive results. One possible
reason for these inconsistent findings might be the uses of non standardized emotional
manipulations that restrict the quantification and the replication of the results rather problematic.
Also these studies have used different type of emotional stimulus where the comparability of
these stimuli is a question. Having these gaps in mind the present study was conducted to
examine the effect of perceiver’'s affective state and affective valance of the stimulus on
perception of time under retrospective paradigm. A total of 55 participants watched a visual clip
depicting a crime scene affectivity of which was manipulated by providing additional details
about the scene. Participants’ task was to reproduce the time duration for the stimulus. The
findings of the initial statistical analyses suggest that the estimation of the time duration was
significantly influenced by the affective state of the perceiver and perceived affective valence of
the clip. The detailed results are discussed in light of the existing theories of time perception and

are expected to add interesting findings to the current literature.



On the road to being a simultaneous biliterate: cortical circuits in children learning to

read two distinct writing systems
Authors: S. Cherodathand N. C. Singht
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Abstract: The emergence of bilingual societies has given rise to educational milieu wherein
children are required to be biliterate, namely acquire reading skills in distinct writing
systems. To investigate how biliteracy shapes developing cortical reading netwerks, w
performed functional imaging on 34 simultaneous Hindi-English biliterate children matched
on reading ability across languages, as they read word and nonword stimuli. Hindi, an
alphasyllabary and English - an alphabetic system, differ in consistency of teelettey
mapping or orthographic depth. Consequently, the inconsistent orthography of English
necessitates discrete reading strategitxical retrieval and phonological assembly, unlike
Hindi which being transparent, relies only on assembled phonology. Simultaneous biliterate
children recruiéd a shared reading network comprising bilateral hippocampi, precentral and
postcentral gyri (BA 3/4), middle and inferior occipital gyri (BA 18/19) and cerebellum
which we attribute to similarity in phonological units across both langud¢psorial
analysis showed that stimulus type (word/nonword) modulated activity in bilateral inferior
frontal opercula (BA 44/48), superior parietal (BA 7) and left inferior parietal lobules (BA
40), and angular gyrus (BA 39). Orthographic differences were revealed by subsequent
comparisons which showed differential activation patterns for words and nonwords in
English but not in Hindi. Our findings also revealed an important role for hippocampus for
non-native language reading in children. We provide novel evidence for the role of

orthographic depth in shaping cortical reading processes early in development. Our results



demonstrate that developing biliterate reading networks not only exploit similarities in

phonological representation but are also sensitive to differences in orthographic depth.

Keywords: bilingualism; development; fMRI; language; reading acquisition.



Abstract
Hand proximity attenuates attention capture by a featngéeson

Tony Thomas and Meera M. Sunny

Many recent studies have shown that objects nearemes® lanbs are processed differently
relative to objects farther away. While some studieg lehown preferential processing of
targets, others have shown a performance cost in dejeatigets presented nearer the hands
as compared to without hands. That is, there seemsttwobdifferent effects that play out in
hand proximity, one where there is a priority for otgewear the hand, and others in which
disengagement becomes slower for objects near thet kowever, there is no conclusive
evidence for this hypothesis and it seems that therecamt@adiction in the literature with
both a benefit and a cost associated with objecthenperi-hand space. The first two
experiments were conducted to check whether the handaptgeffect is replicable and if
so, to see whether it survives in the presence of a eongteffect in terms of bottom-up
salience. In Exp.1, participants performed a standardr Isdarch task in two different
display sizes (6 and 12). During the search, they gilaeed an index finger on each of the
four corners of the monitor (‘with hand’) for a fixedimber of trials or rested the hand on
their lap (‘without hand’). In the ‘with hand’ condin, the target appeared either within 876
pixels from the index finger (near condition) or mohart 876 pixels from the index finger
(far condition). Relative to the without hand coratit a steeper RT slope was found in the
‘with hand’ condition indicating a relatively ineffemt search. Prima facie, this conforms to
the earlier findings of a cost associated with hand proximitd hence supports slower
attentional disengagement near the hands. In addbetter performance in near than far
condition also fits with findings suggesting an increaséatifization of targets falling in the
area near the hand. The second study was done to sdewthis prioritization would persist
even when there is a task irrelevant singleton digirgoresent in the search display. In
Exp.2, every trial had one of the letters presente@dncolour, and could coincide with the
target in 1/§3)X(1/6‘h and 1/12 for display size 6 and 12 respectively) of all thalsr In spite

of the presence of the singleton, the results shohedtargets presented nearer to the hand
was responded to faster than to those targets presanteer faway, suggesting that the hand-
proximity effect over-rides bottom-up salience effedoreover, we found a stronger
capture for the without hand condition as compared tontie hand conditions suggesting
that the proximity of the hand to the target attenueagsure by a feature singleton. We also
found that there is some capture in the far condit®rc@mpared to the near condition.
Overall, the results provide further empirical supporttfe hand-proximity effect and also
suggest that it interferes with a bottom-up or saliensedallocation of attention.



Is Implicit Sequence Learning impaireadDeaf Children with Cochlear Implants?
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Introduction

Deafness, a lack of sense of hearing may exist from birth, unless identified in early
stages and intervened appropriately, a period of auditory deprivation can result in cortical
reorganization and subsequent deficiencies in sequencing abilities and language development
(Sharma & Dorman, 2006), specifically, because auditory stimulus by its very nature is a
sequential signal extended over time. Indeed, previous work suggests that the profoundly
deaf showed some disturbances in (non auditory) functions related to time, such as serial
order, and immediate serial recall (Horn, Davidson, Pisoni, & Miyamoto, 2005; Marschark,
2006). A cochlear implant (CI), is an electronic device that directly stimulates the auditory
nerve to create the percept of hearing. It provides the means to successfully develop spoken
language skills.

Visual implicit sequence learning experiments on deaf children (Cochlear implanted),
conducted by Conway et al (2010) using Artificial Grammar Learning (AGL) paradigm,
showed that normalearing children’s sequence learning was significantly better than that of
deaf children, who on average showed no learning. Furthermore, deaf children were not
impaired on several other non- sequencing tasks; such as visual-spatial memory and tactile

perception.

Serial Reaction Time (SRT) paradigm developed by Nissen and Bullemer (1987), is
considered better than the AGL paradigm to measure implicit learning for several reasons
(Destrebecgz & Cleeremans, 2001). The probabilistic version of SRT task is particularly
appropriate and is more ecologically valid (Jiménez & Vazquez,)20bbthe SRT task
subjects typically watch one of four dots light up in a predetermined order and respond by
pressing the corresponding button. Learning results in faster and more accurate performance

on these patterned blocks as compared with a block of random trails. Hence, it is felt that



there is a need to know whether implicit learning is affected in deaf children with CI, when

measured using SRT task.
Method
Subjects

Three groups of children , each group consisting of 25 children aged 8-12 years with
deafness, were included in the study; those that are fitted with cochlear implants; those fitted
with hearing aids and children with normal hearing as a control group. These children have

normal vision with the following inclusion criteria.

» Hearing Impairment: Bilateral Severe to Profound congenital hearing loss (> 70dB)

« No known neurological and psychological problems, cognitive and motor problems
Equipment and Procedure

SRT task was designed using Matlab and Cogent software. 1/3 inch circle (black color) is
presented in a sequence of locations generated from a secoder markov process (ex. 1-
2-1-3-4-2-3-1-4-3-2-4) inside one of the four 1- inch square boxes, aligned horizontally, and
separated by 2cm gap (against white color back ground) on the screen using Dell laptop
computer. The children were instructed to press the corresponding key, as fast as possible,
when the circle is present in the box. Subjects had to respond with their left and right index
and middle fingers that were placed on the keys ‘Z’, ‘X’, ‘N’, and ‘M’. The reaction time
(RT) is recorded for each response. The next trial is presented after 250ms after the response.
11 blocks of 100 trials each were presented. In blocks 1-9 and 11 the stimuli followed a
repeated probabilistic sequence of 10 elements. In thetb@k stimuli were presented in a
random sequence. Explicit knowledge about the sequence is tested using interview method,

by taking written responses.

Mean response times (RT) for each of the 11 blocks for all the 3 groups is calculated. The
difference in RT in the random block 10 and the preceding and the following structured

blocks 9 and 11 were taken as an index of sequence learning and also in blocks 1through 10.



Results, Discussion & Conclusiost

Fig.1: Block wise mean reaction time for different populations
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Blockwise reaction times from 1-11 clearly demonstrated a learning effect as
expected in a standard SRT paradigm, in all the three groups of children i.e. children with
normal hearing (Normal), children with deafness fitted with cochlear implants (Cl) and
hearing aids (HI). The mean values of reaction times (RT) for blocks 9, 10, andtthé 8r

groups are shown in table-1.

Table-1: SRT results of the three groups

Group Mean of Reaction Time in ms
Block 1 | Block 9 Block 10 Block 11
Children with Normal Hearing | 906.06 674.83 895.45 648.43
Deaf Children with CI 1076.03 | 700.26 801.11 627.77
Deaf Children with Hearing Aid | 1213.26 | 836.16 1000.97 777.18

Further to know the statistical significance of learning effect, repeated measures
ANOVA was performed witlfgroup” as a between-subjects factand “blocks” as a within-
subjects factor., ANOVA showed an i